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INTRODUCTION

Soil texture is a significant land environmen-
tal variable that affects a variety of soil processes 
and qualities. It is defined as the percentage of 
sand, silt, and clay-sized particles in the mineral 
component of the soil (Mohammadi et al., 2015). 
Understanding soil texture is essential for agricul-
tural production, land management, environmen-
tal protection, and land use planning, according to 
Liu et al. (2018), Pacheco et al. (2015), Whisler 
et al. (2016), and others. Soil texture maps can be 
helpful in identifying locations with varying soil 
quality for the purposes of selecting a site, man-
aging crops, and evaluating the influence on the 
environment (Aliero et al., 2018).

The most accurate technique is to send a 
sample to a soil testing lab so that the hydrom-
eter method or the pipette method may be used 

to determine the amounts of sand, silt, and clay. 
In addition, soil texture may be ascertained in the 
field by looking at physical soil factors (Vos et 
al., 2016). Sand is coarse when wet and quickly 
crumbles if rolled into balls. Although loamy soil 
is easy to deal with, it has a grainy texture and fre-
quently contains constant ratios of sand, silt, and 
clay. It may take on the shape of a ball when hy-
drated, but when squeezed, it crumbles. Silty, dry 
soil crumbles readily and has the consistency of 
flour. Pressing wet sand-like soil between fingers 
and thumb does not produce a ribbon; instead, it 
feels slick. Surface fissures and big, firm clods are 
characteristics of clayey soil. Clayey soils feel 
sticky and are pliable when wet. You may cre-
ate a ribbon by squeezing wet dirt between your 
fingers and thumb. More clay is present when a 
ribbon takes longer to form and breaks. There are 
several benefits to mapping the amount of sand, 
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silt, and clay in soil using radar imagery (Gor-
rab et al., 2015; Ulaby et al., 1996). Radar im-
ages have the ability to pierce plants and soil, 
revealing details about the soil layers under the 
surface. In remote locations, taking soil samples 
using conventional methods would be challeng-
ing or impossible, this makes it feasible to map 
the characteristics of the soil. An additional tool 
for determining soil texture is soil moisture con-
tent, which may be estimated using radar scans. 
By using machine learning algorithms to evaluate 
radar pictures and extract information about the 
properties of the soil, detailed soil maps may be 
created (Zhang and Shi, 2019). There are several 
restrictions, nevertheless, when it comes to map-
ping soil texture using radar scans. For example, 
radar signals may only penetrate a limited depth 
into the soil; as a result, in regions with thick 
vegetation or high soil moisture content, they 
may not fully capture the soil profile. In various 
terrain, the spatial resolution of radar scans may 
be insufficient to detect minute variations in soil 
texture. It takes advanced skills and knowledge 
to interpret radar pictures and derive soil texture 
information. This can be difficult and could make 
the mapping process more unclear. Thus, in addi-
tion to radar data, relief factors like topography 
and landform can improve soil texture mapping 
(Lu et al., 2017; Mohammed, 2020). According 
to Laurent et al. (2017), topographic roughness, 
slope, curvature, local relief, and aspect are some 
of the terrain characteristics that may have an ef-
fect on soil texture mapping, which is then uti-
lized to create geomorphic surfaces. By offering 
additional details on the topography and environ-
mental factors that affect soil qualities, the com-
bination of these relief features with SAR data 
might enhance the mapping of soil texture.

LITERATURE REVIEW 

Soil texture mapping with laboratory spectra, 
field-based methodologies, and remote sensing 
technologies has been extensively researched in 
the past. Karray et al. (2023) used partial least 
squares regression (PLSR) and support vector 
regression (SVR) models to investigate the pos-
sible uses of field imaging spectra (IS), laboratory 
spectra (LS), and their mixtures in the prediction 
of soil attributes. The principal study subjects 
were clay, sand, silt, organic matter, nitrate NO3-, 
and calcium carbonate (CaCO3). SVR exceeded 

PLSR in predicting soil parameters, with an R2 of 
0.79 percent and an RMSE of 1.3 percent. Matazi 
et al. (2024) used WoSI-ISRIC SoilGrid 250 m 
data to assess the prediction efficiency of five 
digital soil mapping (DSM) models. Five models 
were tested: machine learning (ML)-based mod-
els (random forest: RF and random forest residual 
Kriging: RFRK), Bayesian models, and spatial 
linear regression (SLR-REML) (Integrated La-
place Approximation-Stochastic Partial Differen-
tial Equations: INLA-SPDE and spBAYES). The 
findings showed that SLR-REML has high accu-
racy and minimum bias in low spatial autocorre-
lation circumstances. The two machine learning 
models that best described nonlinear interac-
tions, RF and RFRK, were the most adaptable 
when coping with high spatial autocorrelation. 
The INLA-SPDE model demonstrated flexibility 
to a variety of data properties. Despite lengthier 
computation durations, SLR-REML lowered the 
minimum observation requirement of traditional 
regression, resulting in better DSM predictions. 
Furthermore, it was discovered that the most re-
cent version of SoilGrids, with a 250 m resolu-
tion, increased the accuracy of global soil data by 
60–230 percent. Hengl et al. (2017) attribute the 
improvement to machine learning, finer resolu-
tion covariate layers, and more soil profiles.

Several research have shown that integrat-
ing radar data with machine learning algorithms 
may be used to map soil texture. Machine learn-
ing technologies, notably random forest regres-
sion, can increase local soil knowledge in West 
Africa while requiring the least amount of money 
and labor (Forkuor et al., 2017). The proportions 
of clay, silt, and sand in the Amazon area were 
shown to be best predicted by RF, particularly 
when the P-band of aerial radar was added as a 
covariate (Ana et al., 2022). A random forest re-
gression (RFR) model was used to generate ex-
tremely accurate maps of soil texture and organic 
carbon in the mid-Himalayas (Rengma et al., 
2023). Furthermore, a convolutional autoencoder 
(CAE) model was presented in individual predic-
tive soil mapping (iPSM) to increase prediction 
accuracy while decreasing prediction uncertainty 
for clay, silt, and sand (Liang et al., 2023). Sever-
al experiments by Wadoux et al. (2018) indicate 
that the CNN deep learning model increases the 
accuracy of mapping soil properties by combin-
ing data from several sensors and compensating 
for measurement errors. Ferreira et al. (2022) 
mapped the composition of clay, silt, and sand 
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in a remote area of the Amazon jungle using 
airborne radar data and machine learning (ML) 
techniques. The study used airborne radar data 
to evaluate the prediction capabilities of two 
sampling procedures, Reference Area, and Total 
Area, as well as three machine learning (ML) 
algorithms: regression tree, random forest, and 
support vector machine. RF gave the most accu-
rate forecasts and incorporating overhead radar 
P-band data considerably improved prediction 
accuracy, especially for sand content. Maino 
(2022) used aerial radiometric surveys and ma-
chine learning to determine soil texture in Italy; 
non-linear models yielded considerable results.

Machine learning paired with fictitious dirt 
photos may reliably forecast soil qualities in dry 
regions. This might increase the accuracy of digi-
tal soil mapping and lower the cost of soil sam-
pling (Naimi et al., 2021). Synthetic aperture ra-
dar accurately recognizes the remaining soil tex-
ture groups as clay (35%) and sandy loam (23%). 
Using RADARSAT-2 polarimetric SAR data as 
covariates, rather than regular kriging, greatly 
improves the accuracy of digital mapping for 
soil surface texture (Niang et al., 2014). Bousbih 
(2019) used radar and optical data from Senti-
nel-1 and Sentinel-2 to study soil texture in Tu-
nisia. Using RF, they were able to obtain an over-
all accuracy of 65%. The soil moisture indicator 
created by combining Sentinel-1 and Sentinel-2 
data yields the best classification results. When 
Sentinel-1 and Sentinel-2 data are combined with 
soil moisture indicators, mapping accuracy and 
texture estimates increase (Bousbih et al., 2019).

These studies demonstrate how useful radar 
scans and machine learning approaches may be 
for determining soil texture.

DATA AND MATERIALS

Study area

The research zone stretches 30 kilometers 
along the Great Zab River, one of the two major 
tributaries of the Tigris River, from the Kalak to 
the Al-Gwair districts, east of the Nineveh Gover-
norate (Figure 1). Geology and structural features 
place the area into the Folded Zone of northern 
Iraq. Because it may provide water for domes-
tic use, agriculture, and the maintenance of local 
ecosystems, the Great Zab River is a significant 
hydrological feature in the area (Osman et al., 

2019). Paleozoic volcano-sedimentary rocks in-
side the structural basement of the Catalan Coastal 
Ranges’ (CCR) horst-and-graben system are the 
main geological formations of the study region 
(Ismaiel et al., 2018). Black shales, limestones, 
and sandstones –all of which may be found in 
sedimentary and volcanic rock sequences – define 
these formations. The study region’s geography 
is distinguished by a variety of topographies and 
elevations. The heights vary from 167 to 465 me-
ters. The topography is mostly level, with an aver-
age 2/1000 gradient. Based on elevations, textures, 
and other characteristics, the research area’s hilly 
topography may be categorized into three groups: 
high, moderate, and low hills. The topography may 
have an impact on elements including soil erosion, 
water movement, and land use patterns. Although 
there are farmed areas as well, wild colonies make 
up the majority of the vegetation.

Datasets

The main data sets utilized in this study are 
the ASTER GDEM and the Sentinel-1A synthetic 
aperture radar (SAR) image. The 2014 introduc-
tion of Sentinel-1A SAR data has a number of 
uses, including monitoring changes in land cover, 
agriculture, forestry, and disaster management. 
Depending on the mode and polarization, Senti-
nel-1A’s SAR imaging has a spatial resolution of 
5 to 40 meters, which enables a detailed analysis 
of the features on Earth’s surface. Unlike optical 
sensors, SAR operates in the microwave region of 
the electromagnetic spectrum, allowing it to oper-
ate day or night and through clouds. Satellite data 
from Sentinel-1A (S-1A) includes the C-band 
dual-polarization channels (VV and VH) with a 
12-day repeating cycle. Two Sentinel-1A images 
were obtained for this investigation on January 
20, 2024 (Figure 2 and 3).

At 75 different places within the research re-
gion, soil samples were taken. Sample locations 
were chosen along the Greater Zap River at about 
equal intervals of 400 meters. A 500-gram soil 
sample was taken from the subsurface of each lo-
cation (50 cm). The samples were forwarded to 
the lab for analysis. To test the qualities of the 
soil, the water content, sieve analysis, and hy-
drometer analysis were carried out.

NASA and the Japanese Ministry of Econ-
omy, Trade, and Industry (METI) collaborated 
to develop ASTER, the Advanced Spaceborne 
Thermal Emission and Reflection Radiometer. 
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Figure 1. Map of the study area

NASA’s Terra probe collected high-resolution 
topography data for the Earth’s surface using ste-
reo-pair photos processed by the ASTER sensor. 
With a spatial resolution of around 30 meters, the 
ASTER GDEM provides global coverage and is 
suitable for a variety of applications such as land-
form mapping, topography analysis, and natural 
resource management. Its elevation data is criti-
cal to many sectors, including hydrology, urban 

planning, geology, and environmental studies. The 
ASTER GDEM V003 data was used for the re-
search region. ASTER GDEM Version 3 maintains 
the gridding and tile structure of earlier versions, 
with a spatial resolution of 30 meters and 1° by 
1° tiles. The ASTER GDEM Version 3 data prod-
uct was generated by automatically evaluating the 
whole ASTER Level 1A library of scenes collected 
between March 1, 2000, and November 30, 2013.
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Figure 2. Sentinel-1A image covers the north and south part of the study area

Figure 3. The mosaicked Sentinel-
1A image covers the study area

Data preprocessing

Sentinel-1A data was preprocessed using the 
Bilinear Resampling Method, with terrain correc-
tion based on ASTER GDEM data. This phase ad-
justs for differences in terrain height to ensure geo-
metric precision. The bilinear resampling method 
was utilized to completely match the radar data 
to the terrain model. Furthermore, radiometric 

calibration was employed to get calibrated radar 
backscatter readings from the sensor’s raw digital 
numbers (DN). Calibrated backscatter values are 
necessary for quantitative analysis and compari-
son of radar data across time. Thermal noise alters 
the radar signal, which can influence the accuracy 
of later analysis. As a result, any thermal noise in-
jected into the radar data by electrical or environ-
mental variables was eliminated. The linear scale 
values of the calibrated radar backscatter were 
converted to decibel (dB) scale. Radar intensity is 
simple to observe and assess since it is expressed 
logarithmically on the decibel scale. This change 
increases the dynamic range of the data and im-
proves the visibility of visual components. Using 
a Lee Sigma speckle filter decreased the amount 
of speckle noise seen in the radar image. Speckle 
noise is a natural component of radar data that 
may conceal fine details and distort objects. The 
Lee Sigma filter is a well-known approach for de-
creasing speckle noise. It uses a statistical tech-
nique to maintain picture clarity while smoothing 
out noise. The 7 × 7 window size specifies the 
neighborhood in which the filter operates, balanc-
ing noise reduction and feature retention.

However, the ASTER GDEM data were 
georeferenced to achieve precise spatial align-
ment with other geographic datasets. To allow 
for integration with other geographic data lay-
ers, the data was projected or referenced using 
the appropriate coordinate reference system 
(CRS). Furthermore, changes were made to 
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accommodate for geometric distortions caused 
by topographical variances. Geocorrection is 
used to guarantee that topographical character-
istics are accurately represented in the elevation 
model. Filtering and smoothing techniques were 
used to minimize noise and improve the visual 
quality of the elevation model.

METHODOLOGY

Overview

The suggested approach for predicting soil tex-
ture using relief characteristics, Sentinel-1A data, 
and machine learning models is shown in Figure 4. 
Three main datasets were gathered: soil samples 
from 75 places along the Greater Zap River, which 
flows through the research region, Sentinel-1A 
SAR data, and DEM data from ASTER GDEM. 
Preprocessing of the Sentinel-1A SAR data in-
volved a number of steps, including as radiomet-
ric calibration, speckle filtering, dB conversion, 
thermal noise reduction, and terrain adjustment. 
Preprocessing methods for the DEM data included 

geometric rectification and smoothing. The soil 
samples were prepared in excel sheets identified 
with unique numbers and included data about 
moisture content, specific gravity, sieve analysis, 
and hydrometer analysis. The three datasets after 
preprocessing were stacked together and stored in 
a geodatabase. Then, the data was used to perform 
statistical analyses which included descriptive sta-
tistics and correlation assessment. In addition, mul-
ticollinearity assessment was used to remove the 
highly correlated variables that could impact the 
performance of machine learning models. A final 
dataset was established for further analysis such as 
training machine learning models and evaluation 
of soil texture prediction. 

Finally, five machine learning models were 
trained on the training data and evaluated on the 
remaining data (test data). The best performed 
models were used to produce the predicted soil 
texture maps for the study area (Figure 5).

Relief attributes

Several relief properties were taken from the 
ASTER DEM data to support the Sentinel-1A 

Figure 4. Flowchart of the proposed methodology for soil texture mapping using machine learning algorithms
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Figure 5. Thematic maps of the input parameters for soil texture prediction
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Figure 5. Cont. Thematic maps of the input parameters for soil texture prediction
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SAR data, and they were then used to build ma-
chine learning models for predicting soil texture. 
The vertical distance to the channel network, val-
ley depth, topographic wetness index, elevation, 
landform, flow accumulation, convexity, conver-
gence index, Melton Ruggedness Number, LS 
Factor, and slope, height, and mid-slope position 
were among these parameters. Furthermore, six 
target variables—moisture content, specific grav-
ity, gravel, sand, silt, and clay—were employed 
to construct the models. Descriptive statistics are 
shown in Table 1 for the goal variables and relief 
qualities specified.

Statistical analysis

Two statistical analysis methods were used to 
perform an initial assessment for the soil texture 
dataset including descriptive statistics and correla-
tion analysis. The descriptive statistics were used 
to calculate the basic statistical measures of the 
Sentinel-1A SAR data bands (VH, VV), relief at-
tributes, and target variables. The calculated statis-
tics included the mean, standard deviation (std.), 

minimum (min.), quartiles (25%, 50%, 75%) and 
maximum (max.). The correlation analyses were 
performed to calculate the correlation among the 
independent variables and dependent variables us-
ing coefficient of determination (R2). 
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	 (1)

where:	T and P are the observed and anticipated 
values, respectively. The number of sam-
ples is denoted by m. 

Machine learning algorithms 

Linear regression (LR)

A basic statistical method for simulating the 
connection between a dependent variable and one 
or more independent variables is called linear 
regression. The dependent variable and the in-
dependent variables are assumed to have a linear 
connection, meaning that changes in one will cor-
respondingly affect changes in the other.

Mathematically, the basic form of a linear re-
gression model can be represented as:

Table 1. Descriptive statistics of the input data used for machine learning modelling

Variable
Statistic

Mean Std. Min. 25% 50% 75% Max.

VH -18.678 2.154 -23.703 -20.498 -18.612 -16.734 -13.744

VV -10.637 1.870 -14.837 -11.629 -10.924 -9.543 -3.232

Vertical distance to channel network 2.431 2.127 -3.372 1.229 2.123 2.976 12.324

Valley depth 3.063 2.852 0.058 1.655 2.274 3.590 16.130

Topographic wetness index -3.449 2.316 -5.423 -4.541 -4.074 -3.625 10.188

Slope 1.501 0.216 0.137 1.570 1.571 1.571 1.571

Slope height 2.599 1.105 1.074 1.688 2.437 3.078 6.974

Mid slope position 0.324 0.173 0.042 0.205 0.297 0.415 0.966

Melton ruggedness number 67.916 80.992 0.000 3.454 37.669 104.750 418.369

LS factor 0.450 0.172 0.031 0.353 0.395 0.498 1.255

Landform 9.778 14.902 0.064 1.492 3.290 12.291 92.909

Flow accumulation 3.3E-07 4.0E-07 1.0E-07 1.0E-07 2.0E-07 4.0E-07 3.3E-06

Convexity 40.692 5.498 32.190 35.518 40.248 44.878 52.163

Convergence index -0.021 25.808 -59.508 -16.117 0.843 14.708 78.780

Catchment area 8.1E-04 9.5E-04 2.8E-04 3.0E-04 4.5E-04 8.5E-04 7.5E-03

Elevation 222.546 16.648 194.063 208.430 219.836 238.910 251.554

Moisture content 8.416 5.493 2.460 4.275 6.157 12.867 19.904

Specific gravity 2.639 0.016 2.625 2.627 2.630 2.660 2.664

Gravel 43.892 17.169 5.460 32.570 47.630 59.750 65.810

Sand 52.368 15.072 32.810 39.110 48.370 64.550 82.810

Silt 3.562 2.944 0.298 1.674 2.502 5.949 10.909

Clay 0.178 0.220 0.012 0.046 0.121 0.188 0.821
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able, β0  is the  intercept,  representing the 
value of y when all independent variables 
are zero, β1, β2,...,βp are the coefficients, in-
dicating the impact of each independent 
variable  xi1, xi2,...,​xip  on  y, ∈i  is the  error 
term, accounting for any unexplained vari-
ation in y not captured by the model.

The goal of linear regression is to estimate the 
values of β0 and β1 that minimize the sum of squared 
differences between the observed values of Y and 
the values predicted by the model. This process is 
typically done using the method of least squares.

For a multiple linear regression model with p 
independent variables, the equation becomes:
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where:	X1, X2 ,..., Xp are the independent vari-

ables. The coefficients β0, β1 , β2,..., βp are 
estimated using techniques like ordinary 
least squares or gradient descent, aiming 
to minimize the sum of squared errors.

Linear support vector machine (Linear SVM)

Classification tasks are performed using a su-
pervised machine learning model known as a lin-
ear support vector machine (SVM). Unlike linear 
regression, which predicts a continuous outcome, 
linear SVM focuses on classifying data points into 
discrete groups by identifying the hyperplane that 
divides the classes in the feature space. Choos-
ing this hyperplane optimizes the margin, which 
is the distance between the hyperplane and the 
closest data points from each class (also known 
as support vectors).

Mathematically, the decision function of a 
linear SVM can be represented as:
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where:	 f(x) is the decision function, x1, x2, ..., xp 

are the features of the input data point x,  
β0, β1 , β2, ..., βp are the coefficients corre-
sponding to each feature, p is the number 
of features.

The decision function f(x) classifies a data 
point x as belonging to one of the two classes based 
on the sign of f(x). If f(x) is positive, the data point 
is classified into one class, and if it is negative, the 
data point is classified into the other class. The hy-
perplane that separates the classes is determined by 
finding the optimal values of β0, β1​, β2​,..., βp​ such 

that the margin is maximized. This optimization 
problem can be formulated as a constrained opti-
mization problem, where the objective is to mini-
mize 12 ‖𝛽𝛽‖2subject to the constraints: 

  
 ||β||2 subject to the constraints:
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where:	yi is the class label of the ith data point, 
xi1, xi2,..., xip are the features of the ith data 
point, n is the total number of data points.

The solution to this optimization problem 
yields the optimal values of β0​, β1​, β2​,...,βp​, which 
define the hyperplane that maximizes the margin 
between the classes.

Radial basis function SVM (RBF SVM)

For applications including regression and 
classification, the radial basis function (RBF) 
Support Vector Machine is an effective super-
vised learning technique. Unlike linear SVMs, 
which utilize a linear decision boundary, RBF 
SVMs employ a non-linear decision boundary.

Mathematically, the decision function of an 
RBF SVM can be expressed as:

	 	 (6)

where: f(x)is the decision function, x is the input data 
point to be classified, n is the number of sup-
port vectors, ai are the Lagrange multipliers 
obtained during training, yi are the class la-
bels of the support vectors, xi are the support 
vectors, K(x, xi) is the RBF kernel function.

The RBF kernel function K(x, xi)is defined as:
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𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (7)

where:	 ||x–xi||
2 is the squared Euclidean distance 

between x and xi, y is a hyperparameter 
that controls the spread of the RBF kernel.

During training, the RBF SVM learns the 
optimal values of the Lagrange multipliers αi​ 
and the bias term b by solving the optimiza-
tion problem formulated to maximize the mar-
gin between the classes while minimizing the 
classification error. The decision boundary of an 
RBF SVM is non-linear and can adapt to com-
plex patterns in the data, making it suitable for 
tasks where the classes are not linearly separa-
ble. However, the performance of an RBF SVM 
heavily depends on the choice of hyperparam-
eters, particularly the regularization parameter C 
and the RBF kernel parameter y.
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Decision tree (DT)

For both classification and regression tasks, 
a supervised learning approach called a decision 
tree is employed. This non-parametric model di-
vides the feature space recursively into subsets ac-
cording to feature values in order to arrive at its 
conclusions. The ultimate partitions, referred to as 
leaf nodes, indicate the anticipated result, and each 
division in the tree corresponds to a decision node.

A decision tree is mathematically expressed as 
a binary tree structure, with each inner node repre-
senting a feature-based judgment and each leaf node 
indicating the projected conclusion. Each node ex-
presses an opinion based on a certain characteris-
tic’s threshold value. During the decision tree build-
ing process, each node is assigned the optimum 
feature and threshold value to enhance information 
acquisition or decrease impurity. The Gini impurity 
is a popular measure for determining a node’s im-
purity or purity, and it may be defined as follows:
	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (8)
where:	K is the total number of classes and pi is 

the node’s chance of belonging to class I.

When every instance at a node belongs to the 
same class, the Gini impurity decreases, indicat-
ing pure partitions. Entropy is an additional metric 
that quantifies the degree of uncertainty or unpre-
dictability in a node’s class distribution. The fol-
lowing formula is used to find a node t’s entropy:
	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (9)

where:	K is the total number of classes and pi,t 
denotes the percentage of class I occur-
rences in node t.

By recursively dividing the feature space, the 
decision tree technique selects the feature and 
threshold value that maximizes information gain 
or reduces impurity at each node. The impurity 
of the parent node is subtracted from the weight-
ed impurity of the child nodes to determine the 
information gain. Because they are simple to use 
and intuitive, decision trees are often employed 
for tasks that need interpretability. However, 
they are prone to overfitting, particularly in cases 
when the tree depth is unbounded or noisy data 
is involved. Pruning, tree depth limitation, and 
Random Forests are examples of 

Random forest (RF)

By combining the decision-making power 
of several decision trees, Random Forests are a 

powerful ensemble learning method that improve 
forecast robustness and accuracy. In order to ar-
rive at the final prediction, it builds several de-
cision trees during training and aggregates their 
forecasts. Complex mathematical training and 
prediction methods are used in the process.

First, a large number of bootstrap samples are 
produced using the random forest method using 
the initial training dataset. From the training data, a 
random sampling with replacement is used to cre-
ate each bootstrap sample. As a result, the data are 
divided into several subsets, some of which can in-
clude duplicates and omit others. An separate deci-
sion tree is built for every bootstrap sample. Every 
node in a tree is constructed by taking into account 
a random subset of characteristics for possible 
splits. By introducing variation and keeping the 
trees from being similar, this randomization helps 
to reduce overfitting. Forecasts are created by com-
bining the predictions of each decision tree once 
they have all been built. In classification tasks, the 
final prediction is chosen by means of a majority 
vote among all the trees’ forecasts. The average of 
each tree’s predictions is usually the final predic-
tion for regression problems. Mathematically, the 
prediction process can be represented as follows:
For regression tasks: 
	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (10)
where:​	ŷ is the predicted value, y1​, y2​, ..., yn​ are the 

predicted values from individual decision 
trees.

Random forests provide various advantages 
over individual decision trees, including higher 
prediction accuracy, resistance to overfitting, and 
flexibility with large and multidimensional data-
sets. Furthermore, they provide perspectives on 
the relevance of characteristics, which aid in fea-
ture selection and comprehension of the underly-
ing data links. To achieve optimal performance, 
random forest optimization may need fine-tuning 
hyperparameters such as the number of trees and 
the maximum depth of each tree, complicating 
the training method.

Artificial neural network (ANN)

A multilayer perceptron (MLP) is an artificial 
neural network composed of many layers of cou-
pled neurons or nodes. It is a popular model for 
issues like as pattern recognition, regression, and 
classification due to its strength, adaptability, and 
ability to mimic complex nonlinear functions. 
An MLP may be formally defined as a directed 
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acyclic graph, with numerous neurons connected 
to neurons in nearby levels inside each layer. To 
create an output, each layer’s neurons use an ac-
tivation function to process the weighted total of 
the inputs. The output of one layer becomes the 
input of the next layer, and so on, until the last 
layer provides the model’s output.

The computation at each neuron in an MLP is 
explained as follows:

The weighted sum of each neuron j’s inputs 
xi​ from the preceding layer l−1 is determined 
as follows:
	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (11)

where:	 zj
(l) represents the weighted sum at neuron 

j in layer l, wij
(l) represents the weight link-

ing neuron i in layer l−1 to neuron j in lay-
er l, xi

(l−1) represents the output of neuron 
i in layer l−1, bj(l) represents the bias term 
for neuron j in layer l, and n(l−1) represents 
the number of neurons in layer l−1.

The weighted sum zj(l) is processed through 
an activation function ϕ, introducing nonlinearity 
into the model and producing the output aj(l) of 
neuron j in layer l.
	 aj(l) ​= ϕ(zj(l)​)	 (12)

Common activation functions include the sig-
moid function, hyperbolic tangent function, and 
rectified linear unit (ReLU) function.

The model’s final output is created when the 
output layer is reached via forward propagation 
throughout the network. During training, optimi-
zation techniques like as gradient descent are used 
to alter the weights and biases of the MLP in order 
to minimize a loss function that estimates the dif-
ference between the actual and expected outputs.

MLPs may learn sophisticated hierarchical 
representations of data by including several hid-
den layers between the input and output layers. 
MLPs are suitable for a wide range of machine 
learning applications due to their depth, which 
enables them to detect complicated patterns and 
correlations in data. However, difficulties like as 
overfitting and vanishing gradients make training 
deep MLPs problematic, necessitating extensive 
regularization and optimization procedures.

Validation 

The proposed prediction models were as-
sessed using three performance metrics. To cal-
culate the metrics for a set of observed (T) and 

predicted (P) values, use the following formulae. 
where m is the number of samples. A higher R2 
score denotes better agreement between the pre-
dicted and actual values. Better prediction perfor-
mance, however, is indicated by a lower score for 
the other indicators.

Coefficient of determination (R2)

	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (13)

Root mean square error (RMSE)

	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (14)

Mean absolute error (MAE)

	

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (1) 

 
𝑦𝑦𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥𝑖𝑖1 + 𝛽𝛽2𝑥𝑥𝑖𝑖2 + ⋯ + 𝛽𝛽𝑝𝑝𝑥𝑥𝑖𝑖𝑖𝑖 + ϵ𝑖𝑖 (2) 
 
𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2+. . . +𝛽𝛽𝑝𝑝𝑋𝑋𝑝𝑝 + 𝜖𝜖 (3) 
 
𝑓𝑓(𝑥𝑥) = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2+. . . +𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥 (4) 
 

𝑦𝑦𝑦𝑦(𝑓𝑓(𝑥𝑥𝑥𝑥) − 𝛽𝛽0 − 𝛽𝛽1𝑥𝑥𝑥𝑥1 − 𝛽𝛽2𝑥𝑥𝑥𝑥2 − ⋯ − 
−𝛽𝛽𝛽𝛽𝑥𝑥𝑥𝑥𝑥𝑥) ≥ 1𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1,2, . . . , 𝑛𝑛 

(5) 
 
𝑓𝑓(𝑥𝑥) = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏𝑛𝑛

𝑖𝑖=1  (6) 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛾𝛾‖𝑥𝑥 − 𝑥𝑥𝑖𝑖‖2) (7) 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑝𝑝) = ∑ 𝑝𝑝𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝐾𝐾

𝑖𝑖=1  (8) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) = − ∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖,𝑡𝑡)𝐾𝐾

𝑖𝑖=1  (9) 
 
ŷ = 1

n ∑ yi
n
i=1  (10) 

 
zj

(𝑙𝑙) = ∑ wij
(𝑙𝑙)xi

(𝑙𝑙−1) + bi
(𝑙𝑙)n(𝑙𝑙−1)

i=1  (11) 
 
aj(l) = ϕ(zj(l)) (12) 
 

𝑅𝑅2 = 1 −
∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚

𝑖𝑖=1
∑ (𝑃𝑃𝑖𝑖 − 𝑇̅𝑇)2𝑚𝑚

𝑖𝑖=1
 (13) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √∑ (𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖)2𝑚𝑚
𝑖𝑖=1

𝑚𝑚  (14) 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑃𝑃𝑖𝑖 − 𝑇𝑇𝑖𝑖|𝑚𝑚

𝑖𝑖=1
𝑚𝑚  (15) 

 

	 (15)

RESULTS AND DISCUSSIONS 

Multicollinearity analysis and 
variable selection results

The VIF values for each variable in the da-
taset are shown in Table 2 following a multicol-
linearity analysis. A high VIF led to the removal 
of six variables: variables such as the topographic 
wetness index (TWI), slope, LS factor, land-
form, flow accumulation, and catchment area 
that have VIF values greater than 10. This sug-
gests that there is a significant problem with col-
linearity with these variables, which might lead 

Table 2. Multicollinearity assessment of the input dataset
Variable VIF

VH 2.504

VV 2.622

Vertical distance to channel network 4.058

Valley depth 5.858

Topographic wetness index 133.526
Slope 50.256

Slope height 4.542

Mid slope position 3.021

Melton ruggedness number 4.559

Ls factor 37.039
Landform 48.203

Flow accumulation 17.14
Convexity 4.145

Convergence index 4.263

Catchment area 58.546
Elevation 1.551



212

Ecological Engineering & Environmental Technology 2024, 25(11), 200–217

to problems interpreting the model’s regression 
results. The VIF values of the other variables are 
moderate: VH, VV, vertical distance to channel 
network, valley depth, slope height, mid slope 
position, Melton ruggedness number, convexity, 
convergence index, and elevation were among the 
variables that were kept when their VIF was less 
than 10. These mild VIF scores imply fewer se-
rious issues with collinearity. Eliminating highly 
collinear variables makes the dataset less redun-
dant and makes it easier to see how each of the 
remaining variables in the regression model af-
fects each other separately. Although eliminating 
collinear variables enhances interpretability, it’s 
critical to recognize that doing so may result in 
the loss of some information.

Table 3 shows that the target variables for 
gravel, silt, and sand have incredibly high VIF 
values (9508.239,151.207, and 12360.99, respec-
tively), above the standard cutoff of 10 to indi-
cate multicollinearity. This implies that they have 
a strong linear connection, which means that the 
information they offer is quite comparable. Ad-
ditional variables: the VIF values for moisture 
content, specific gravity, silt, and clay range from 
1.504 to 6.422, all of which are below 10. These 
numbers imply that there is little to no multicol-
linearity for these variables.

Performance assessment of machine 
learning models

The performance evaluations of several ma-
chine learning models for predicting soil texture 
are included in this paper. Moisture content, spe-
cific gravity, gravel content, sand content, silt 
content, and clay content are among the target 
factors. The assessment criteria used include the 
R-squared (R2) score, mean absolute error (MAE), 
RMSE. On the training set, the ANN model pre-
dicts moisture content with the lowest RMSE 
(2.835) and MAE (2.109). The ANN model has 

the greatest R2 value, at 0.736. The RF model has 
the lowest RMSE of 0.006 and the greatest R2 of 
0.835, the RF model outperformed the others in 
terms of specific gravity predictions. In the gravel 
percentage prediction test, the RF model again 
outperformed the others, with the lowest RMSE 
of 11.024 and MAE of 7.967. With an RMSE of 
10.396 and an MAE of 7.610, the RF model had 
the fewest errors in predicting sand percentage. 
The SVR model outperformed the other mod-
els in the silt percentage prediction task, with 
the lowest RMSE of 1.116 and the highest R2 of 
0.911. Finally, the RF model had the highest R2 of 
0.923 and the fewest mistakes in estimating the 
amount of clay, with an RMSE of 0.060 and MAE 
of 0.046. The Random Forest model exhibited its 
robustness in this prediction task by outperform-
ing the bulk of the target variables. While the 
ANN and SVR models performed less consistent-
ly across all targets, they excelled at specialized 
tasks such as moisture content and silt prediction, 
respectively. Specific gravity was one of the con-
tinuous value predictions that logistic regression 
found difficult to fit. The ensemble method used 
by the RF model seems to be successful in teach-
ing it the intricate relationships between inputs 
and soil texture characteristics. Additional tweak-
ing of hyperparameters and model improvements 
may enhance performance even more. To sum up, 
however, the RF model offers a solid foundation 
for predicting soil texture using this information.

The test errors for the prediction of moisture 
content exhibited a pattern akin to that of the 
training mistakes. Among the models tested, the 
ANN model had the lowest RMSE of 2.515 and 
the greatest R2 of 0.776. On the test data, the RF 
model’s performance somewhat declined. With 
the exception of ANN, all models had decreases 
in R2 between the training and test sets for par-
ticular gravity prediction, suggesting a degree 
of overfitting. Even yet, the RF model managed 
to attain the best test RMSE of 0.011. Despite 
somewhat declining from training, the RF mod-
el maintained the lowest test RMSE of 10.736 
and MAE of 8.089 for the proportion of gravel. 
Performance drops were less pronounced in the 
other models. Interestingly, the RF model out-
performed the other models and had the best test 
R2 of 0.474 on sand percentage prediction. From 
training to testing, the ANN model’s performance 
significantly decreased. The RF model had a little 
drop in R2 to 0.883 on the test set, while the SVR 
model maintained the lowest test RMSE of 1.364 

Table 3. Multicollinearity assessment of the target 
variables

Variable VIF

Moisture content 2.439

Specific gravity 1.504

Gravel 9508.239

Sand 12360.99

Silt 151.207

Clay 6.422
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for silt. The RF model still produced the fewest 
mistakes on the test set when it came to clay per-
centage prediction, but its test RMSE of 0.072 
and R2 of 0.900 showed a decline from training. 
The SVR model performed better during its re-
tention (Table 4).

In conclusion, all models had a little drop in 
scores from training to testing, but the relative 
ranks did not change. Overall, the RF and SVR 

models seemed to be the most resistant to over-
fitting. The test findings show that RF is highly 
effective for numerous forecasts of soil texture, 
while SVR is also effective for some jobs. Addi-
tional regularization might aid in enhancing gen-
eralization even more.

The significance of the input factors for pre-
dicting soil texture is shown in Table 5. With a sig-
nificance of 1.0, elevation is the most significant 

Table 4. Performance assessment of different machine learning models for predicting soil texture targets

Target variable Dataset Metric
Model

SVR RF DT LR ANN

Moisture content

Training

Rmse 3.310 2.894 3.125 3.362 2.835

MAE 1.868 2.114 2.184 2.559 2.109

R2 0.641 0.725 0.680 0.629 0.736

Test

RMSE 3.138 2.635 2.912 3.475 2.515
MAE 1.787 1.999 2.071 2.720 1.782

R2 0.652 0.755 0.700 0.573 0.776

Specific gravity

Training

Rmse 0.017 0.006 0.007 0.010 0.146

MAE 0.017 0.003 0.004 0.008 0.113

R2 -0.144 0.835 0.824 0.585 -87.111

Test

RMSE 0.017 0.011 0.012 0.012 0.175

MAE 0.017 0.006 0.007 0.010 0.134

R2 -0.057 0.519 0.476 0.496 -114.363

Gravel

Training

RMSE 16.002 11.024 11.390 13.221 16.949

MAE 10.527 7.967 7.871 10.805 14.454

R2 0.147 0.595 0.568 0.418 0.043

Test

RMSE 14.717 10.736 10.802 13.505 16.596

MAE 10.119 8.089 8.400 10.841 13.192

R2 0.188 0.568 0.562 0.316 -0.033

Sand

Training

RMSE 14.081 10.396 10.405 12.022 17.895

MAE 9.367 7.610 7.615 10.141 13.803

R2 0.151 0.537 0.536 0.381 -0.371

Test

RMSE 13.115 10.213 11.242 11.289 19.941

MAE 9.074 8.568 8.689 8.736 16.198

R2 0.133 0.474 0.363 0.358 -1.004

Silt

Training

RMSE 1.116 1.742 1.810 2.019 0.864

MAE 0.700 1.266 1.245 1.604 0.601

R2 0.911 0.640 0.611 0.517 0.852

Test

RMSE 1.364 1.051 1.789 2.307 1.738

MAE 0.921 0.755 1.183 1.807 1.205

R2 0.803 0.883 0.661 0.435 0.680

Clay

Training

RMSE 0.072 0.060 0.061 0.159 0.065

MAE 0.065 0.046 0.046 0.123 0.051

R2 0.891 0.923 0.922 0.465 0.910

Test

RMSE 0.094 0.072 0.095 0.169 0.087

MAE 0.062 0.057 0.057 0.143 0.070

R2 0.826 0.900 0.825 0.441 0.853
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Table 5. Importance of input variables for soil 
texture prediction

Variable Importance Rank

Elevation 1.000 1

Valley depth 0.749 2

VV 0.705 3

Convexity 0.594 4

Slope height 0.487 5

Melton ruggedness number 0.415 6
Vertical distance to channel 

network 0.301 7

Convergence index 0.141 8

Vh 0.097 9

Mid slope position 0.000 10

Figure 6. Predicted soil properties maps cover the study area by the proposed machine learning models

variable; valley depth (0.749) and VV are next 
in importance (0.705). These factors probably 
reflect important features of the topography, like 

drainage, erosion, and deposition, that affect the 
creation of soil texture. The relevance ratings of 
the remaining factors are smaller, ranging from 
0.097 for VH to 0.594 for Convexity. Even while 
they might not contribute as much individually, 
they might nonetheless be important in predict-
ing soil texture, particularly when combined 
with the other top factors. With a 0 significance 
score, mid-slope position may not be significant 
for predicting soil texture in this particular situ-
ation (Figure 6).

Discussions 

The results of the above study are a pro-
gression on the trend whereby models that are 
complex, e.g. random forest and artificial neural 
network models, give better results than simpler 
models such as linear regression, in the case of 
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soil composition prediction. They do it due to the 
tendence of complicated models to represent the 
nonlinear relationships and to detect the small 
but important details in the soil’s structure that 
are probably used in the classification and pre-
diction tasks.

While all methods remained just above the 
surface, in most rounds the RF was able to dis-
tinguish itself from the field by continuously at-
tributing nearly perfect values to performance 
measures. This shows that RF is one of powerful 
models, which accurately predicts soil composi-
tion by sensing complicated interactions while 
preserving the wave of computational efficien-
cy. Ensemble models like random forest proved 
strong and most successful. Which models are 
built by accumulation of joint predictions of mul-
tiple decision trees rather than the simple addition 
of such predictions are capable of taking into ac-
count the nonlinearity and interactions in the data 
of soil compositions.

Although the more intricate models that in-
volve processes like decision tree and MLP re-
gress did register much higher accuracy, random 
forest and artificial neural network models that 
exude transparency and affordability may be the 
better choice if this factor is of consequence. The 
decision trees, particularly, are best fitted for such 
purposes because they are straightforward and 
understandable and can be used to spot the main 
connections that happen between soil features.

Based on the presented results, the random 
forest, and artificial neural network models are 
the best choices for predicting soil composition, 
given their high accuracy, computational effi-
ciency, and potential interpretability. If ensemble-
based forecasts are preferable, ensemble models 
such as random forest can be used, albeit inter-
pretability may suffer.

CONCLUSIONS

This study investigated how Sentinel-1A 
SAR data and topography information may be 
used to predict important soil texture qualities 
using machine learning algorithms. SVR, RF, 
DT, LR, and ANN were the models that were as-
sessed. The percentages of clay, sand, gravel, silt, 
and moisture content were the goal variables that 
were anticipated.

The outcomes show that, in all of the pre-
diction tasks, the RF model performed the best 

overall. For predicting specific gravity, gravel, 
sand, silt,and clay percentages on both the train-
ing and test sets, it generated the fewest mistakes 
and the greatest R2 scores. This illustrates how 
well RF’s ensemble technique captures intricate 
correlations between the objectives for soil tex-
ture and the input variables. Particularly for mois-
ture content prediction, the ANN model did well, 
while the SVR model was superior at silt percent-
age prediction. Nevertheless, compared to RF, 
these models exhibited worse consistency across 
all targets. The continuous value forecasts were 
difficult for logistic regression to predict.

The most significant input for predicting soil 
texture, according to the variable significance 
analysis, was elevation, which was followed by 
valley depth and VV backscatter. This is expect-
ed as important information about the landscape 
that influences soil qualities is provided by radar 
backscatter and topography. Smaller but comple-
mentary information was given by the other ter-
rain characteristics.

Overall, the work shows that mapping soil tex-
ture, even in remote areas with minimal field sam-
pling, is possible by integrating Sentinel-1A SAR 
data with digital elevation data and machine learn-
ing techniques. Global digital elevation models and 
publicly available Sentinel-1A images might be used 
to expand the methodology’s application to bigger 
regions. The models may be able to perform better in 
generalization with more optimization.

The work is a first step toward creating pre-
cise computerized methods for soil mapping. 
Other remote sensing data sources, such as opti-
cal images, should be included into future study 
to offer more predictor factors. Additionally, 
more intricate neural network designs may be 
examined and contrasted with RF. Increasing the 
sample size might strengthen the robustness of the 
model. Furthermore, examining the physical ex-
planations for significant variables may provide 
insightful information on the interplay between 
soil and landscape. However, this work presents a 
workable approach to using machine learning and 
earth observation data for digital soil mapping.
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