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INTRODUCTION

The IDF relationship serves as a reference 
for constructing drainage systems in engineer-
ing projects, enabling engineers to create flood 
control structures that are both secure and cost-
effective (Alam et al., 2021). It indicates the 
frequency at which rainfall intensity will likely 
occur during a specified timeframe (Campos et 
al., 2020). IDF curves depict the highest rate at 
which rain falls during a specific time frame. 
Precise evaluation of rainfall is crucial for effec-
tive water resource administration. Hydrologi-
cal models rely on accurate forecasts of mean 
precipitation. Intense precipitation events can 
significantly affect society, individuals, and the 
economy. Creating IDF curves for precipitation 

is a commonly employed technique in water re-
sources projects and management, urban sewer 
design, geomorphological research, and the hy-
draulic design of facilities that regulate storm 
runoff, such as flood detention reservoirs and 
sewage networks. The Gumbel distribution is 
well-known for its application in developing 
IDF curves, which researchers and engineering 
services widely use (Ghahraman and Hosseini, 
2005). Nevertheless, the creation of IDF curves 
is influenced by inherent errors stemming from 
multiple factors, including climatic conditions, 
the scarcity of long-term rainfall data, and the 
selection of statistical models employed in fre-
quency analysis (Cooley et al., 2007; Huang et 
al., 2010). These uncertainties might cause dif-
ferences in the expected levels of rainfall, which 
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could lead to insufficient infrastructure planning 
and heightened susceptibility to severe weather 
events. Hence, this work aims to thoroughly in-
vestigate the uncertainties associated with the 
IDF curves for Hilla City and its environs. This 
project aims to improve the accuracy of rainfall 
predictions and support better water resource 
management in the region by analyzing the in-
fluence of various statistical models and data 
variability on the IDF curves.

Underestimating or overestimating rainfall 
intensities can have serious repercussions, result-
ing in insufficient infrastructure that collapses 
during intense occurrences or too expensive sys-
tems that are unnecessarily developed. Hence, 
conducting a comprehensive uncertainty analysis 
can effectively narrow the disparity between the-
oretical models and practical implementations, 
thereby guaranteeing the precision and relevance 
of the resulting IDF curves within the specific 
local setting. In their study, Silva et al. (2021) 
investigated the impact of non-stationarity and 
climate change on the future distribution of in-
tense rainfall at six specific monitoring locations 
throughout Canada. By comparing the projected 
future rainfall patterns with historical data, the 
severity of extreme weather events is expected 
to rise in all the locations studied, elevating the 
risk level. Campos et al. (2020) examined the 
correlation between the partial-area effect and 
the equations used to calculate rainfall IDF. The 
partial-area effect occurs when the rainfall dura-
tion is shorter than the time it takes for water to 
reach the outflow, also known as the time of con-
centration. This phenomenon is relevant to the 
rational method used in hydrology. AL-Dulaimi 
et al., (2020) forecast monthly rainfall for spe-
cific regions by analyzing how long-term trends, 
seasonal changes, periodic patterns, and random 
fluctuations affect time series data. The study also 
studied northern Iraqi rainfall daily, monthly, and 
annually. It also linked rainfall strength, length, 
and frequency at 2, 5, 10, 15, 25, 50, and 100 
years to understand rainstorms better and sug-
gest water management and treatment solutions 
for general and ungagged basins. 

El Hannoun et al. (2023) investigated the 
variability of rainfall intensity over various du-
rations. This study presents a novel model that 
considers the interdependence of rainfall intensi-
ties during various periods, such as brief bursts 
and prolonged storms. The model employs a D-
vine copula statistical technique to accurately 

represent and analyze these interactions. Miller 
et al. (2022) examined a West African city’s 
heavy rainfall event. This study examined the re-
lationship between large-scale weather patterns, 
climate change, and urban flooding. The purpose 
is to inform regional decision-makers about cli-
mate change and extreme weather occurrences 
that cause urban flooding. Noor et al. (2021) 
examined Nigeria’s peak daily rainfall distribu-
tion using Pearson, Log-Pearson, Gumbel, Log-
Gumbel, Normal, and Log-Normal distributions. 
They selected 20 locations with 54 years of an-
nual rainfall data for frequency analysis. Schlef 
et al. (2023) examined Accra, Ghana’s maximum 
daily and two- to five-day rainfall over a return 
period of 2 to 100 years. To find the best-fitting 
distribution for describing these rainfall pat-
terns, they investigated three popular probability 
distributions: normal, log-normal, and gamma. 
Yüksek et al. (2022) developed IDF curves for 
Turkish regions. They targeted the rainy Eastern 
Black Sea Basin. The researchers tested nine IDF 
algorithms, including their own, using rainfall 
intensity data from 5 minutes to 24 hours. Their 
criteria were accuracy (determination coeffi-
cient) and error (mean relative error). Their find-
ings indicate that these reliable algorithms may 
motivate regional IDF investigations. Akpen et 
al. (2019) developed rainfall intensity-duration-
frequency models for the Lokoja Metropolis in 
Kogi State, Nigeria. Analyzed precipitation data 
from the Nigeria Meteorological Agency was 
utilized to ascertain the frequency. Kareem et al. 
(2022) investigated innovatively to create IDF 
curves and empirical IDF estimates designed for 
Erbil. The researchers utilized the sole accessi-
ble recorded data, consisting of 39 years’ annual 
maximum rainfall data from 1980 to 2018. The 
empirical equations and intensity-duration-fre-
quency curves for standard durations and return 
periods were derived from daily rainfall data us-
ing statistical methods such as Gumbel and Log-
Pearson Type III.

The primary goals of this study are to fit 
probability distributions to rainfall data from 
five different locations in Iraq (Diwaniya, Bagh-
dad, Kerbala, Hilla and Najaf) and determine the 
most suitable distribution of statistics based on 
goodness of fit tests. They are acquiring rainfall 
intensity-duration-frequency curves for the five 
stations, contrasting IDF curves for all stations, 
and predicting the IDF curve for Hilla based on 
the neighbouring regions.
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MATERIAL AND METHODS

Data selection for the gauge stations 

Information regarding the amount of rainfall, 
specifically the total annual rainfall, is collected 
from five meteorological stations throughout Iraq. 
Rainfall depth data is available annually from 
1989 to 2023, except for specific years where 
missing data was disregarded. Figure 1 depicts 
the research study conducted at the five stations. 
Figure 2 displays data on the intensity of rainfall 
at the five meteorological stations for durations of 
15, 30, and 60 minutes.

Fitting probability distributions to the data

Statisticians frequently employ a range of prob-
ability distributions for statistical research, including 

the Normal (N.D), Log Normal (LN.D), and Gamma 
distributions (G.D). This study concentrates explic-
itly on these three probability distributions.

Normal distribution 

The Gaussian distribution, referred to as the 
normal distribution, is a crucial illustration of an 
ongoing probability distribution. The function for 
density is defined as follows:

	 𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

	 (1)

where:	σ  denotes the standard deviation, and μ 
indicates the mean. 

The distribution function that corresponds to 
it is provided by Equation 2.
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𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙
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L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖
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ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖
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𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
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Figure 1. Location of station in the study

Figure 2. Total annual rainfall for the stations
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The standardized variable z = (x − μ)/σ fol-
lows the conventional Normal distribution if 
x follows the N(μ, σ) distribution. N(0, 1) with 
a standard deviation of 1 and a mean of 0. The 
standard variable that corresponds to X is called 
Z. In these circumstances, the definition of a nor-
mal distribution can be used to obtain the density 
function for Z by setting μ = 0 and σ² = 1.

	

𝑓𝑓(𝑥𝑥) = 1
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C𝑣𝑣 = 𝑠𝑠
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𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1
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𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²
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where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
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𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

	 (3)

The area under the curve is approximately 
68% of the mean, with one standard deviation on 
either side. Within two standard deviations of the 
mean, the area under the curve is approximate-
ly 95%. The area of approximately 100% of the 
total area is within three standard deviations of 
the mean, as illustrated in Figure 3, (Takara and 
Takasao, 1988; Pecho et al., 2009).

Log-normal distribution

The log-normal distribution is similar to the 
Normal distribution, except for substituting the in-
dependent variable (x) with its logarithm. The log-
normal distribution exhibits a pronounced positive 
skewness and is constrained on the left side by 
zero. If the logarithm of a variable x, usually the 
natural logarithm, follows a normal distribution, 
then the variable x has a log-normal distribution. 
The probability density function for a given vari-
able is y = ln(x) (Shamkhi and Obeid, 2022).

	

𝑓𝑓(𝑥𝑥) = 1
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where:	Г denotes the gamma function. 

Unlike the “Normal”, the gamma distribution 
is not an exception to the rule that most distri-
butions do not have mean and standard deviation 
as parameters. A gamma random variable has a 
mean of a variance of λꞵ, (Bolstad, 1998).

Statistical estimators are evaluated on consis-
tency, efficiency, and bias. These standards deter-
mine how well an estimated parameter matches 
its genuine value. As data increases, a method is 
consistent if the estimate approaches the actual 
value. An efficient technique estimates the param-
eter’s true value with slight variance, and an unbi-
ased estimator does not over- or under-estimate it. 
Two prevalent methodologies for deriving point 
estimators are the maximum likelihood technique 
and the method of moments. Maximum likeli-
hood estimates are generally used due to their su-
perior efficiency compared to moment estimators. 
Nevertheless, moment estimators can sometimes 
be calculated with greater ease. Both strategies 
can generate unbiased point estimators.

The moment approach compares relevant 
sample moments to population moments, which 
are anticipated values. Unidentified parameters 
determine population moments. After solving 
these equations, unknown parameter estimators 
are produced (Fadhel et al., 2017).
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where:	kth – sample moment about the origin; 
	 kth – population moment about the origin.

Figure 3. The normal distribution
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The maximum likelihood method is more 
complicated than moments. Maximum Likeli-
hood Estimation (MLE) calculates the likelihood 
of getting population parameters based on the 
measured record. MLE maximizes probability 
function. A likelihood function L is the joint den-
sity function of a set of random variables X-1 to 
X-n measured at f (x-1 to x-n), (Gu et al., 2022).
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Figure 4. The probabilieties estimation using the moments method for (N.D.) at Najaf Station

Figure 5. The probabilieties estimation using the moments method for (N.D.) at Karbala Station
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Figure 6. The probabilieties estimation using the moments method for (N.D.) at Diwana Station

Figure 7. The probabilieties estimation using the moments method for (N.D.) at Baghdad Station

Figure 8. The probabilieties estimation using the moments method for (N.D.) at Hilla Sation
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Figure 9. The probabilieties estimation using the MLE method fof (LN.D) at Najaf Station

Figure 10. The probabilieties estimation using the MLE method fof (LN.D) at Karbala Station

Table 1. Estimation of parameters for the Normal 
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where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

nStations

44.4694.2935Najaf

43.6395.4335Kerbala

52.08110.5435Diwaniya

65.48121.5635Baghdad

40.61109.8435Hilla

The two parameters 

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

 and 

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

 of the Log-Nor-
mal distribution are estimated based on the coeffi-
cient of variation. Initially, the mean and standard de-
viation values are estimated using Equations 10 and 
11, followed by the determination of the coefficient 
of variation Cv from Equation 12 (Chow, 1964).

	

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

	 (12)

Figures 9 to 13 illustrate the probabilities asso-
ciated with the log-normal distribution at the point 
of approach. The maximum likelihood technique is 
equivalent to the method of moments for parameter 
estimates. The moments and maximum probabili-
ty estimates for all stations are presented in Table 
2. The mean and variance for Gamma distribution 
can be estimated as follows [Bhakar et al., 2006]: 
	 μ = b × F	 (13)
	 σ² = b × F	 (14)
where: μ and σ are the mean and standard de-

viation, respectively, then substituted in 
Equations 13 and 14 and solved to find 
the value of 𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
 and 𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
. 

The results for all the stations are given in 
Table 3. The MLE to the Gamma Distribution is 
listed in Table 4.
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Figure 11. The probabilieties estimation using the MLE method fof (LN.D) at Diwana Station

Figure 12. The probabilieties estimation using the MLE method fof (LN.D) at Baghdad Station

Figure 13. The probabilieties estimation using the MLE method fof (LN.D) at Hilla Sation
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Table 4. Estimation of parameters for gamma distribution (max. Likelihood method)
𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
nStations

22.104.2235Najaf

19.594.7735Kerbala

25.104.3735Diwaniya

31.713.7735Baghdad

16.506.4735Hilla

Table 3. Estimation of parameters for gamma distribution (moments method)
𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 
𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 

 

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

nStations

20.254.6143.4693.2935Najaf

17.675.2940.6393.4335Kerbala

22.004.9849.08109.5435Diwaniya

33.713.5563.48119.5635Baghdad

13.957.6638.61106.8435Hilla

Table 5. Stations results for Chi-Sq. Test
G. Dis.L. N. Dis.N. Dis.

Theo. Chi-Sq.vStations Obs. Chi-Sq.Obs. Chi-Sq.Obs. Chi-Sq.

Ma.L.Mo.Ma.L.Mo.Ma.L.Mo.

7.83498.65718.51279.28037.71067.34312.335Najaf

5.78116.53886.65767.85565.66985.619812.335Kerbala

12.858213.378813.934618.78329.54739.237312.335Diwaniya

11.597611.75179.452510.16516.325516.455512.335Baghdad

8.51288.84579.77579.89208.74598.815912.335Hilla

Table 2. Estimation of parameters for the log-Normal 
distribution (MLE)

𝐹̂𝐹 𝑏̂𝑏 𝜎̂𝜎 𝜇̂𝜇 n Stations 
 

y
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𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1
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𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

nStations

0.474.4335Najaf

0.454.4435Kerbala

0.504.5935Diwaniya

0.524.6635Baghdad

0.384.6035Hilla

THE GOODNESS OF FIT

The goodness of fit tests objectively deter-
mine if a theoretical distribution can effectively 
represent observable data. These tests can only 
reject reject models, not prove their correctness. 
An assumed model that deviates even little from 
an empirical distribution may be insufficient if the 
sample size is too small. The Anderson-Darling 
Index (ADI), Kolmogorov-Smirnov Index (KSI), 
and Chi-square Index (CHI) are examined in this 
study for diverse distributions.

Chi-square index

The amount of histogram classes into which 
the data is categorized influences the Chi-Squared 
statistic, and there is no definitive guideline about 
the appropriate quantity to employ (Huang et al., 
2010). The relationship is utilized to generate the 
Chi-square test statistic.
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	 (15)

In the examined probability distribution, Oi 
denotes the observed frequency in the ith class 
interval, while Ei signifies the expected frequen-
cy. The product of the anticipated relative fre-
quency and the total observations results in the 
predicted values. The results for all stations are 
summarised in Table 5, reflecting a confidence 
interval of 95%. The Najaf, Kerbala, Hilla, 
Baghdad, and Diwaniya stations had success 
in the chi-square index, except for the Bagh-
dad station, which utilized the Normal distribu-
tion instead of the Gamma distribution through 
the maximum likelihood method, as well as 
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moments and maximum likelihood procedures. 
Diwaniya station employs the Log-Normal and 
Gamma distributions utilizing moment and max-
imum likelihood approaches.

Kolmogorov-Smirnov index

A statistic that evaluates the difference be-
tween the proposed cumulative distribution 
function and the observed cumulative histogram 
is utilized to conduct the Kolmogorov-Smirnov 
(K-S) test’s goodness of fit test (Reder et al., 
2022). The distribution function that was ob-
served of X at x(1), x(2), …, denoted by S(x1), S(x-
2),…..,S(xi) are determined from the relation  
S(xi) = i/n. The following equation is used to cal-
culate the deviation D2.

	 D2 = S(xi) – F(xi)	 (16)

The theoretical value displayed in statistical 
tables is compared with the highest absolute val-
ue of D2, which may be calculated from the above 
equation. If D2 is more than the theoretical value 
in the tables, reject hypothesis H; if not, accept 
hypothesis H. The values of the K-S index are 
obtained for all the stations. Figure 14 shows the 
method of calculating this index using the Nor-
mal distribution for the Baghdad station. Results 
are summarized for all the stations in Table 6 and 
represent a confidence interval equal to 95%. It 

is shown from this table that all the stations suc-
ceeded in the Kolmogorov-Smirnov index.

Anderson–Darling index

A statistical test, the Anderson-Darling nor-
malcy test, is conducted to ascertain whether the 
examined data range corresponds to the theoret-
ical range and supports or contradicts prior hy-
potheses. Compared to the K-S test, it gives the 
tails greater weight. The data is quantified by how 
closely it follows a specific distribution. Its bene-
fit is that a more sensitive test may be conducted; 
nevertheless, each distribution’s critical values 
must be determined. The smaller the statistic, the 
more suitable the data distribution is for the spec-
ified data collection and distribution, according to 
(Jäntschi and Bolboaca, 2018). The statistic for 
the AD test is computed using the relationship.
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(17)

where:	F is the specified distribution’s cumula-
tive distribution function, and n is the 
number of items in the sample.

The Anderson- Darling index values are ob-
tained for all the stations used in this study. Re-
sults are summarized for all the stations in Table 7 
and represent a confidence interval equal to 95%. 

Figure 14. The deviation D2 in the K-S test is calculated using the Normal distribiution (Station: Baghdad)

Table 6. Every station Kolmogorov-Smirnov index value, with a 95% confidence level

Stations n Theo. K-S

Obs. Dis.

N. Dis. L. N. Dis. Ga. Dis.

Mo. Ma.L. Mo. Ma.L. Mo. Ma.L.

Najaf 35 0.246 0.15386 0.15386 0.08146 0.07968 0.10190 0.09207

Kerbala 35 0.246 0.15888 0.15888 0.09189 0.08009 0.10467 0.10451

Diwaniya 35 0.246 0.13501 0.13501 0.12213 0.08909 0.09492 0.08887

Baghdad 35 0.246 0.21327 0.21327 0.11676 0.11738 0.14316 0.14523

Hilla 35 0.246 0.09177 0.09177 0.11010 0.07683 0.07378 0.08618
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It is shown in Table 7 that Najaf and Kerbala and 
Hilla and Baghdad and Diwaniya stations suc-
ceeded in the chi-square index except (for Bagh-
dad and Najaf stations by utilizing the highest 
likelihood and Normal distribution by moments 
techniques. and Diwaniya station by using the 
Log Normal distributions by moments method).

INTENSITY DURATION FREQUENCY 
CURVES

This project aims to develop IDF curves for 
extreme rainfall data from five sources over 15, 
30, and 60 minutes. When planning, developing, 
and building water resource projects, IDF curves 
are critical. Intensity-duration-frequency analysis 
requires data with different durations. After data 
collection, annual extremes are removed. Fitting 
the yearly extreme data to a probability distri-
bution estimates rainfall. This study’s annual 
extreme rainfall data are fitted with Normal and 
Log-Normal distributions to calculate the Gum-
bel extreme value.

Gumbel distribution

The Gumbel probability distribution can be 
expressed in the following way:
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Figure 15 shows the relationship between in-
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period is given in the equations below (Wambua, 
2019; Kourtis and Tsihrintzis, 2022):

	

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

	(20)

where: 

	

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

	 (21)

where: P = probability of exceeding.
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rainfall intensity is obtained by substituting the 
computed value of 𝐾𝑡 into Equation 18 (Kourtis 
and Tsihrintzis, 2022). Figure 16 shows the re-
lationship between intensity-duration-frequency 
for the stations used in this study.

Log-normal distribution

The same procedures as for the Normal dis-
tribution are used to calculate the frequency fac-
tor for the Log N. dis.; however, the logarithm 
of the data determines the value of the extreme 
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√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 

 and 𝑆𝑦, respectively. 

Table 7. Stations results for A-D test
Ga. Dis.L. N. Dis.N. Dis.

Stations

Obs. A-D.Obs. A-D.Obs. A-D.

A-D criticalA-D criticalA-D critical

0.7520.7950.704

Ma.L.Mo.Ma.L.Mo.Ma.L.Mo.

0.370720.404100.329600.394830.880170.88017Najaf

0.364280.343110.427160.462920.654710.65471Kerbala

0.531710.567430.746370.998800.574390.57439Diwaniya

0.476450.501320.369780.352721.219701.21970Baghdad

0.219000.199380.274040.625660.271050.27105Hilla
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Figure 15. IDF curve by the Gumbel distribiution (A) Najaf, (B) Diwanyia, (C) Kerbala, (D) Hilla, (D) Baghdad

Figure 16. IDF curve by the Noraml distribiution (A) Najaf, (B) Diwanyia, (C) Kerbala, (D) Hilla, (D) Baghdad
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Figure 17 shows the relationship between in-
tensity-duration-frequency for the stations used 
in this study.

COMPARISON OF THE IDF CURVE

The study compares the tests conducted at 
different stations over the years. Specifically, it 
examines the comparison between the same year 
and inspection at five stations, represented by the 
Standard error in Figures 18 to 20. The compar-
ison also includes tests conducted at 5, 10, 15, 
and 50 years.

IDF CURVE FORECASTING

Linear equations were discovered at the Hilla 
Station by examining the surrounding locations 
(Kerbala, Baghdad, Najaf, Diwaniya). Anova has 
derived the following linear equation:

	

𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−μ)2 2σ2⁄ −  ∞ ≤ 𝑥𝑥 ≤ ∞ (1)  

 
F(x) = P(X ≤  x) = 1

𝜎𝜎√2𝜋𝜋 ∫ 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2/2𝜎𝜎2dx 𝑥𝑥
−∞  (2) 

 
𝑓𝑓(𝑧𝑧) =  1

√2𝜋𝜋 𝑒𝑒−z2 2⁄ −  ∞ ≤ 𝑧𝑧 ≤ ∞ (3) 
 

𝑓𝑓(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎2𝑥𝑥

𝑒𝑒𝑒𝑒𝑒𝑒 (− (𝑙𝑙𝑙𝑙𝑙𝑙 𝑥𝑥−𝜇𝜇𝑦𝑦)2

2𝜎𝜎2𝑦𝑦
)  0 ≤ 𝑥𝑥 ≤ ∞ (4)  

 
𝑓𝑓(𝑥𝑥) = 𝝀𝝀𝜷𝜷𝒙𝒙(𝜷𝜷−𝟏𝟏)𝒆𝒆−𝝀𝝀𝒙𝒙

Г(𝜷𝜷)  𝑥𝑥 >  0 (5) 
 
𝑀𝑀𝑘𝑘 = ∑ 𝑥𝑥𝑥𝑥𝑘𝑘𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (6) 

 
𝑀𝑀𝑘𝑘 = E(𝑥𝑥𝑘𝑘) = ∫ 𝑥𝑥𝑘𝑘 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ∞

−∞  (7) 
 
L = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖 = 1 ) (8) 

 
ln L = ∑ 𝑙𝑙𝑙𝑙[𝑓𝑓(𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1 )] (9) 

 
𝜇̂𝜇𝑦𝑦=ln 𝑥̅𝑥 - 12 (𝜎̂𝜎𝑦𝑦)² (10) 
 
𝜎̂𝜎𝑦𝑦 ² =ln (C𝑣𝑣² +1) (11) 
 
C𝑣𝑣 = 𝑠𝑠

𝑥̅𝑥 (12) 
 
μ = b × F (13) 
 
σ² = b × F (14) 
 
 

𝜒𝜒² = ∑ (𝑂𝑂𝑖𝑖−𝐸𝐸𝑖𝑖)²𝑘𝑘
𝑖𝑖=1

𝐸𝐸𝑖𝑖
 (15) 

 
𝐷𝐷2= S(𝑥𝑥𝑖𝑖) – F(𝑥𝑥𝑖𝑖) (16) 
 
AD = -n- 1

𝑛𝑛 ∑ (2𝑖𝑖 − 1)[ln(𝐹𝐹𝑖𝑖) + ln (1 − 𝐹𝐹𝑛𝑛−𝑖𝑖+1)]𝑛𝑛
𝑖𝑖=1  (17) 

 
𝑥𝑥𝑡𝑡= 𝜇𝜇 + 𝐾𝐾𝑡𝑡 σ (18) 
 
𝐾𝐾𝑡𝑡 =−√6

𝜋𝜋  [0.5772+ln (ln [ 𝑇𝑇
𝑇𝑇−1  [ ([  (19) 

 
𝐾𝐾𝑡𝑡 = w - 2.515517+0.802853 𝑤𝑤+0.010328𝑤𝑤²

1+1.432788 𝑤𝑤+0.189269 𝑤𝑤²+0.001308 𝑤𝑤³ (20) 
 
where: w= [𝑙𝑙𝑙𝑙( 1

𝑝𝑝2)]1 2⁄  [0 < p ≤ 0.5] (21) 
 
𝑦𝑦𝑡𝑡 = 𝑦̅𝑦  +  𝐾𝐾𝑡𝑡 𝑆𝑆𝑦𝑦 (22) 
 
𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 (23) 	 (23)

Table 8 shows the coefficients of the linear 
equation of neighbouring areas. The equations 
of the Hilla region were found through the total 

adjacent areas and their impact on the Hilla re-
gion and the linear equation below:

 	 𝑦𝑦 = 𝐴𝐴 + 𝐵𝐵𝑥𝑥1 + 𝐶𝐶𝑥𝑥2 + 𝐷𝐷𝑥𝑥3 + 𝐸𝐸𝑥𝑥4 (24) 
 

	 (24)

where:	 (A) is constant, and (B, C, D, E) is a Co-
efficient factor for (Kerbala, Baghdad, 
Najaf, and Diwaniya) respectively, and 
(x1,x2,x3, and x4) intensity for (Kerbala, 
Baghdad, Najaf, Diwaniya) respectively, 
with the coefficient of determination (R2) 
ranging from 83.2 to 94.7.

	
 
𝑦𝑦 = −0.13 + 0.93𝑥𝑥2 + 0.09𝑥𝑥4 for 5 years (25) 
 
𝑦𝑦 = 0.56 + 0.77𝑥𝑥2 + 0.16𝑥𝑥3 for 10 years (26) 
 
𝑦𝑦 = 0.79 + 0.71𝑥𝑥2 + 0.18𝑥𝑥3 for 15 years (27) 
 
𝑦𝑦 = 1.26 + 0.6𝑥𝑥2 + 0.2𝑥𝑥3 for 50 years (28) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸% = ((𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎−(𝑄𝑄𝑟𝑟)𝑡𝑡ℎ𝑒𝑒(𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎

) × 100 (29) 
 

	(25)

	

 
𝑦𝑦 = −0.13 + 0.93𝑥𝑥2 + 0.09𝑥𝑥4 for 5 years (25) 
 
𝑦𝑦 = 0.56 + 0.77𝑥𝑥2 + 0.16𝑥𝑥3 for 10 years (26) 
 
𝑦𝑦 = 0.79 + 0.71𝑥𝑥2 + 0.18𝑥𝑥3 for 15 years (27) 
 
𝑦𝑦 = 1.26 + 0.6𝑥𝑥2 + 0.2𝑥𝑥3 for 50 years (28) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸% = ((𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎−(𝑄𝑄𝑟𝑟)𝑡𝑡ℎ𝑒𝑒(𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎

) × 100 (29) 
 

	(26)

	

 
𝑦𝑦 = −0.13 + 0.93𝑥𝑥2 + 0.09𝑥𝑥4 for 5 years (25) 
 
𝑦𝑦 = 0.56 + 0.77𝑥𝑥2 + 0.16𝑥𝑥3 for 10 years (26) 
 
𝑦𝑦 = 0.79 + 0.71𝑥𝑥2 + 0.18𝑥𝑥3 for 15 years (27) 
 
𝑦𝑦 = 1.26 + 0.6𝑥𝑥2 + 0.2𝑥𝑥3 for 50 years (28) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸% = ((𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎−(𝑄𝑄𝑟𝑟)𝑡𝑡ℎ𝑒𝑒(𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎

) × 100 (29) 
 

	(27)

	

 
𝑦𝑦 = −0.13 + 0.93𝑥𝑥2 + 0.09𝑥𝑥4 for 5 years (25) 
 
𝑦𝑦 = 0.56 + 0.77𝑥𝑥2 + 0.16𝑥𝑥3 for 10 years (26) 
 
𝑦𝑦 = 0.79 + 0.71𝑥𝑥2 + 0.18𝑥𝑥3 for 15 years (27) 
 
𝑦𝑦 = 1.26 + 0.6𝑥𝑥2 + 0.2𝑥𝑥3 for 50 years (28) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸% = ((𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎−(𝑄𝑄𝑟𝑟)𝑡𝑡ℎ𝑒𝑒(𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎

) × 100 (29) 
 

	 (28)

The error percentage used for the 20 Equa-
tions between the theoretical IDFthe and the actual 
IDFact (calculated from the equations) as men-
tioned in the formula below (Reder et al., 2022):

	

 
𝑦𝑦 = −0.13 + 0.93𝑥𝑥2 + 0.09𝑥𝑥4 for 5 years (25) 
 
𝑦𝑦 = 0.56 + 0.77𝑥𝑥2 + 0.16𝑥𝑥3 for 10 years (26) 
 
𝑦𝑦 = 0.79 + 0.71𝑥𝑥2 + 0.18𝑥𝑥3 for 15 years (27) 
 
𝑦𝑦 = 1.26 + 0.6𝑥𝑥2 + 0.2𝑥𝑥3 for 50 years (28) 
 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸% = ((𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎−(𝑄𝑄𝑟𝑟)𝑡𝑡ℎ𝑒𝑒(𝑄𝑄𝑟𝑟)𝑎𝑎𝑎𝑎𝑎𝑎

) × 100 (29) 
 

	 (29)

Table 9 shows the error percentage for the all 
stations.

Figure 17. IDF curve by the Log Noraml distribiution (A) Najaf, (B) Diwanyia, (C) Kerbala, 
(D) Hilla, (D) Baghdad
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Figure 18. IDF curves by the Gumbel distribiution (A) 5, (B) 10, (C) 15, (D) 50 years

Figure 19. IDF curves by the Noraml distribiution (A) 5, (B) 10, (C) 15, (D) 50 years

Figure 20. IDF curves by the Log Noraml distribiution (A) 5, (B) 10, (C) 15, (D) 50 years



330

Ecological Engineering & Environmental Technology 2025, 26(1), 316–332

RESULTS AND DISCUSSION 

This research employs three probability distri-
butions: Gamma, Log-Normal, and Normal. The 
distributions mentioned above pertain to the rainfall 
depth statistics for five designated regions in Iraq: 
Hilla, Baghdad, Najaf, Kerbala, and Diwaniya. 
The maximum likelihood and method of moments 
techniques are employed to estimate the parameters 
of the chosen distributions. The Anderson-Dar-
ling, Chi-square, and Kolmogorov-Smirnov tests 
evaluate the adequacy of theoretical distributions 
to the data. The subsequent results pertain to the 
Chi-square index. The normal distribution is suit-
able for the max likelihood and moments methods 
applied to the Diwaniya, Hilla, Kerbala, and Najaf 
stations, except the Baghdad station. All stations, 
except for Diwaniya station, exhibit Log Normal 
distributions deemed acceptable when calculated 
via either the maximum likelihood or moments 
methods. Using the moments approach, the Gam-
ma distribution is appropriate for the stations in 
Najaf, Kerbala, Hilla, and Baghdad. Nevertheless, 
the maximum likelihood technique is suboptimal 
for the Baghdad station. Furthermore, the Diwani-
ya station is unsuitable for the Gamma distribution. 
The Normal distribution is suitable for all stations 
when using the maximum likelihood and moments 
methods to get the Kolmogrov-Smirnov index.

The Log Normal distribution, utilizing 
maximum likelihood and moments methods, 
is suitable for the stations of Najaf, Kerbala, 
Hilla, Diwaniya, and Baghdad according to the 

Kolmogorov-Smirnov statistic. The Gamma dis-
tribution is suitable for the maximum likelihood 
and moments methods applied to the Diwaniya, 
Hilla, Baghdad, Kerbala, and Najaf stations con-
cerning the Kolmogorov-Smirnov index. Except 
for the Diwaniya station, the Log-Normal (AD) 
regards the Moments method as disadvantageous. 
All stations have an appropriate distribution when 
employing the two estimate methods, specifically 
maximum likelihood and moments.

The five stations were compared by drawing 
and using Gumbel, Normal, and Log-Normal dis-
tributions. The Normal distribution was the best 
from the minor variance for the years (5, 10, 15, 
and 50). The equations of the Hilla region have 
been found. Through these equations, the extract-
ed IDF curve Hilla from the surrounding regions 
and the comparison of the results have been in 
good agreement and by proportion (R2) ranging 
from 83.2 to 94.7. The error percentage was cal-
culated for the equations, representing that the best 
forecasting formula for the Hilla region could start 
from Diwaniya, Baghdad, Kerbala and Najaf, de-
pending on the percentage. Utilizing the Gumbel, 
Normal, and Log-Normal distributions to generate 
IDF curves for five stations in Iraq (Hilla, Bagh-
dad, Najaf, Kerbala, and Diwaniya) reveals that 
the Normal distribution consistently surpasses the 
Gumbel and Log-Normal distributions across all 
time intervals (15, 30, and 60 minutes). This su-
periority is attributed to the reduced deviation be-
tween the Normal distribution IDF curve and those 
of the Gumbel and Log-Normal distributions.

Table 8. Coefficient of IDF curve for Hilla station

Station
5 years 10 years 15 years 50 years

a b a b a b a b

Baghdad 1.37 1.10 3.14 0.96 3.94 0.90 5.83 0.80

Diwaniya -3.85 1.30 -2.60 1.14 -2.05 1.08 -0.73 0.97

Kerbala -1.29 0.95 -1.21 0.95 -1.16 0.94 -1.06 0.93

Najaf -7.7 0.83 -8.72 0.80 -9.19 0.79 -10.27 0.76

Table 9. % Error for all stations

Station
5 years 10 years 15 years 50 years

% Error % Error % Error % Error

Baghdad -13.1 -1.9 -1.0 -1.9

Diwaniya 6.9 1.0 1.0 4.2

Kerbala 8.1 7.5 8.2 8.7

Najaf 30.1 32.1 33.4 42.9

4 Stas 15.1 13.3 17.9 16.2
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