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INTRODUCTION

Tropical forests are the largest forests in the 
world, accounting for nearly half (45%) of the total 
global forest area and contributing 200–300 Pg C 
from standing trees, equivalent to one-third of 
the atmospheric carbon (Mitchard, 2018; Sarre, 
2020). Nevertheless, environmental issues relat-
ing to forest loss and degradation occurred world-
wide including that in Indonesia leading to an in-
crease in greenhouse gas (GHG) emissions (Mar-
gono et al., 2014; Potapov et al., 2022; Tsujino 
et al., 2016). The country has committed to par-
ticipating in reducing GHG emissions through the 

FOLU Net Sink 2030 program to achieve carbon 
sequestration equal to or even higher than the car-
bon emissions produced (Nurbaya, 2023). Some 
actions include the establishment of plantation 
forests and forest rehabilitation with long rotation 
species, for instance teak (Tectona grandis).

Teak plantation forests cover an extensive 
area in lowland monsoon forest in Java Island, 
Indonesia, mostly planted by a state forest enter-
prise, Perhutani (Darmawan et al., 2015).  Teak 
is a hard wood species which has a high value 
in the global market due to its durability for con-
struction and furniture (Chayaporn et al., 2021). 
Teak genetic improvement has been implemented 
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in the last two decades to produce tree clones 
that can increase forest productivity, so that the 
fast-growing clonal teak acts in creating greater 
carbon sink over time (Behera and Priyadarshini, 
2015; Wirabuana et al., 2022). Therefore, teak 
plantations play a double pivotal role: not only 
in the economy, but also in the environment by 
sequestering carbon from the atmosphere. 

Effective and accurate measurement and map-
ping of this plantation forest biomass stock at vari-
ous scales has never been more critical as this data 
is essential. First, for monitoring progress towards 
emission reduction targets and developing more 
effective climate mitigation policies and strate-
gies. Second, for reporting the state’s greenhouse 
gas emissions and removal to meet its climate 
commitments. Third, for carbon trading schemes 
and other economic incentives/financial support 
that reward carbon sequestration efforts such as 
forest conservation and restoration projects.

Traditionally, tree biomass or so-called above-
ground biomass (AGB) and AGC are measured 
directly in the field with laborious and time-con-
suming works, yet unable to reflect the spatial as-
pect of an extensive area. Remote sensing-based 
estimation has been widely used as the primary 
means to spatially measure AGB and AGC, while 
not taking aside the field data for the ground 
truth data source (Chave et al., 2019; Lu et al., 
2016). Remote sensing offers carbon stock map-
ping at multiple levels, from global scale based 
on satellite imageries to parcel scale using sen-
sors mounted on unmanned aerial vehicle (UAV). 
UAV enables the acquisition of a very high-reso-
lution image for large scale biomass estimates at 
individual tree levels (Lin et al., 2018). 

The most common approach to spatially esti-
mate carbon stock and biomass based on optical 
imagery is by means of vegetation indices since 
vegetation properties can be enhanced by an image 
transformation (Kamal et al., 2022; Sudarma et al., 
2024). Some studies improved the satellite based-
AGC mapping by involving vertical features de-
rived from airborne Light detection and ranging 
(LiDAR) and synthetic aperture radar because it 
reflects on the tree height as the main parameter of 
tree biomass (Narine, et al., 2020; Schlund et al., 
2015). Having the advantage of multi-viewing im-
age captures, UAV generates point clouds explain-
ing 3-dimensional structures of objects. However, 
the resulted 3D model only depicts the canopy 
surface that can lead to inaccurate tree height ex-
traction despite being terrain corrected, especially 

in dense vegetation and rough topography (Umar-
hadi et al., 2023). Compared to a normal red-
green-blue (RGB) camera, LiDAR sensor allows 
a comprehensive measurement of the biophysical 
parameters of trees owing to its active system that 
can be mounted on UAVs. LiDAR pulse, where 
the forest canopy is not too dense, can penetrate 
through the vegetation canopy to capture the un-
derstory and the underlying ground (Fekry et al., 
2022), thus allowing it to provide more accurate 
vertical structure of vegetation. 

UAV LiDAR is widely utilized as a stand-
alone tool for AGB and AGC mapping primarily 
through the derivation of 3D point clouds with-
in the delineated tree crowns (Du et al., 2023; 
Gleason and Im, 2012; Lefsky et al., 2002). To 
improve accuracy, some research has adopted 
a multi-sensor approach by combining LiDAR 
data with multispectral and hyperspectral sen-
sors (Balestra et al., 2024; Qin et al., 2021a; Su et 
al., 2023). This fusion of data sources has shown 
promising results, enhancing the precision of 
AGB estimates. However, the limited availabil-
ity of multispectral and hyperspectral sensors 
often restricts the feasibility of this approach. 
Alternatively, several studies have explored vis-
ible-based vegetation indices and have adapted 
traditional infrared-reliant indices for use with 
visible bands only, such as excess green minus 
excess red (ExG–ExR) and visible normalized 
difference vegetation index (vNDVI) (Costa et 
al., 2020; Meyer and Neto, 2008). Therefore, it 
highlights the potential of standard RGB cam-
eras as complementary tools to LiDAR data in 
vegetation analysis. 

Multi-linear regression has traditionally been 
used to predict AGB and AGC due to the assumed 
linear relationships between dependent and inde-
pendent variables (Qin et al., 2021). However, 
machine learning (ML)-based regression algo-
rithms (e.g., decision trees, random forests, sup-
port vector machines, and artificial neural net-
works) are gaining attention for their potential to 
outperform traditional linear regression models 
(Maesano et al., 2022; Zheng et al., 2022). Thus, 
it is worthwhile to compare regression models to 
attain the most optimum results for teak planta-
tion AGC estimation. This study aims to examine 
multi-linear regression, random forest, support 
vector regression, and XGBoost regression to es-
timate tree-level AGC in the clonal teak planta-
tion of Wanagama Forest, Indonesia using a fu-
sion of LiDAR and RGB aerial images.
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MATERIALS AND METHODS

The workflow of this study is illustrated in 
Figure 1, and the explanation is given in the fol-
lowing sections.

Study area

This study took place in Wanagama For-
est (UTM Zone 49M 448041–448565 mE and 
9127080–9125999 mN) which is located in 

Yogyakarta, Indonesia (Figure 2). Wanagama 
Forest is designated as an education forest 
managed by Universitas Gadjah Mada with 
a total area of 622.25 ha. Our focus is on the 
monoculture area of improved teak stands in 
Compartment 13 covering 5675 ha (Na’iem et 
al., 2020). The improved clonal teak, planted 
in 2004, has superior growth characteristics in 
diameter, height, and stem alignment as com-
pared to unimproved or conventional teak (Hi-
dayati et al., 2016). 

Figure 1. Flowchart of the study

Figure 2. Study area with a base map of monthly Planet image of July 2023
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In-situ data collection

The in-situ data collected in the field con-
sists of diameter at breast height (DBH) and tree 
height. DBH was measured using diameter tape, 
while tree height was measured by using the 
2-points measurement mode of Nikon Forestry 
Pro II laser rangefinder on every individual tree. 
We measured the total height of individual trees 
between the topmost part of the tree and its base 
(Larjavaara and Muller-Landau, 2013). The tree 
height survey was conducted in August 2023; 
however, DBH measurement was taken place in 
September 2024. As all remote sensing data dated 
in 2023, we normalized the DBH values based on 
the annual diameter increment value of 1.4 cm in 
the same study area (Seta et al., 2021), making 
both DBH and tree height represent the actual 
condition in 2023. The total number of trees sur-
veyed is 101.

An allometric equation was used to model 
teak biomass (Equation 1) referred to a study by  
Purwanto and Silaban (2011) who built an allo-
metric equation based on the destructive method 
of teak trees in Karanganyar Regency, about 50 
km away from Wanagama forest. The allometric 
equation is as follows:

	 𝐴𝐴𝐴𝐴𝐴𝐴 = 0.0149 × (𝐷𝐷2𝐻𝐻)1.0855 (1) 
 
 𝑁𝑁𝑁𝑁𝑁𝑁 =  𝐺𝐺−𝑅𝑅

𝐺𝐺+𝑅𝑅 (2) 

 

𝐸𝐸 × 𝐺𝐺– 𝐸𝐸 × 𝑅𝑅 = 
= (2.0 × 𝐺𝐺 − 𝑅𝑅 − 𝐵𝐵) − (1.4 × 𝑅𝑅 − 𝐺𝐺) 

(3) 

 

𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 
=  0.5847 × (𝑅𝑅−0.1294  × 𝐺𝐺0.3389 ×  𝐵𝐵−0.3118)  

(4) 

 

 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 =  𝐺𝐺−𝑅𝑅
𝐺𝐺+𝑅𝑅+𝐵𝐵 (5) 

 

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  √𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝜋𝜋  × 2 (6) 

 
 𝑀𝑀𝑀𝑀𝑀𝑀 =  ∑ |𝑦𝑦 − ŷ|𝑛𝑛

𝑖𝑖=1  (7) 

 

 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 =  ∑ |𝑦𝑦−ŷ|𝑛𝑛
𝑖𝑖=1
∑ |𝑦𝑦|𝑛𝑛

𝑖𝑖=1
 (8) 

 

	 (1)

where:	AGB denotes the total of aboveground bio-
mass (kg), D denotes diameter at breast 
height (cm), and H denotes tree height (m). 

The aboveground carbon stock is the result of 
multiplication between AGB and a factor of 0.47 
according to Indonesian National Standards Num-
ber 7724:2011 (Purnamasari  et al., 2021).

Aerial imagery

The aerial photographs in this study were 
acquired using DJI Mavic 2 Pro drones in July 
2023. The drones were programmed to capture the 
study area at 150 m altitude relative to the ground 
station with the same overlap and sidelap of 80%. 
The aerial photographs were then processed by 
means of the Structure from Motion (SfM) algo-
rithm in Agisoft Metashape which has some ad-
vantages compared to other processing software 
(Fraser and Congalton, 2018). The main output 
is a georeferenced orthomosaic with a resolution 
of 4 cm, comprising three bands, i.e., red, green, 
and blue. Vegetation indices were subsequently 

derived from the visible bands to enhance veg-
etation features, consisting of normalized dif-
ference index (NDI), excess green minus excess 
red (ExG–ExR), visible atmospherically resistant 
index (VARI), and visible normalized difference 
vegetation index (vNDVI). NDI and ExG–ExR 
can greatly separate the values between veg-
etation features and the background (Meyer and 
Neto, 2008; Pérez et al., 2000). vNDVI was de-
veloped to replicate NDVI, the most general-pur-
pose vegetation index, for visible aerial imagery 
(Costa et al., 2020). VARI is capable in overcom-
ing the saturation issue of NDVI, while it can 
also minimize the atmospheric effect (Gitelson et 
al., 2002). The equations of the above-mentioned 
vegetation indices are as follows:
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where:	B, G, and R respectively denote blue, 

green, and red bands. 

LiDAR data

The LiDAR data acquisition was conducted on 
23 August 2023 using GeoSun GS-100M device 
mounted on a customized quadcopter drone. GS-
100M occupied Livox Avia laser sensor, working 
on 905 nm wavelength. The LiDAR survey cov-
ered the study area with a flight altitude of 130 m 
following the terrain condition and a speed of 6 
m/s, thus resulting in a density of 190 points/m2. 

The Z dimension of point clouds derived from 
the LiDAR data describes the elevation of all ob-
jects captured, thus we classified LiDAR point 
clouds through 2 stages consisting of ground 
points classification and non-ground points clas-
sification in Global Mapper software. Multiscale 
curvature classification (MCC) method was im-
plemented to distinguish between ground and 
non-ground point clouds by applying a curvature 
threshold from the interpolated thin-plate spline 
(Evans and Hudak, 2007). Prior to MCC imple-
mentation, a morphological filtering procedure 
was applied to identify potential non-ground 
points using parameters as follows: maximum 
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height delta = 50 m; expected terrain slope = 7.5°; 
and maximum building width = 100 m. The pa-
rameters used in MCC method included grid bin 
size and curvature which are set to 2 m and 0.5 m, 
respectively. Afterward, non-ground points clas-
sification was applied to automatically assign 
vegetation class to the point clouds. Noise elimi-
nation was also performed to discard the rem-
nants of non-classified points.

All point clouds regardless of classes were 
rasterized to generate digital surface model 
(DSM) by taking the maximum Z values, while 
the ground class points were rasterized to produce 
digital terrain model (DTM) at 25 cm resolution. 
Canopy height model (CHM) was resulted by 
subtracting DTM from DSM. To minimize the 
extreme outliers, mean filtering (3 × 3 window 
size) was performed on the CHM. Normalization 
was also carried out by subtracting the Z values of 
point clouds with DTM. The percentile of relative 
height (RH) was quantified for each tree crown.

Object-based classification

Object-based classification routine is intend-
ed to generate teak crowns as the main object in 
this study while eliminating other objects (Fig-
ure 1). Image segmentation was applied with the 
approach of the multi-resolution segmentation 

method in eCognition software using the input of 
orthomosaic (Baatz and Schäpe, 2000). The pa-
rameters used are as follows: scale = 40; shape = 
0.5; and compactness = 0.5 with the same weight 
between bands (blue, green, and red). We applied 
a binary classification, i.e., tree crown and non-
tree crown, as the study area consists of a mono-
culture teak plantation. Support vector machine 
(SVM) algorithm with a linear kernel was applied 
based on the average value of respective bands 
from the segmentation result (Zylshal et al., 
2016). The crown diameter was calculated based 
on the area of segmented as shown in Equation 6.
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Carbon stock modelling

Tree-level carbon stock modeling used the de-
pendent variable of allometric-based carbon stock 
values as response of the independent variables 
consisting of crown diameter, spectral values (i.e., 
red, green, blue, NDI, ExG-ExR, vNDVI, and 
VARI), and LiDAR features (i.e., CHM max, Z 
max, Z mean, RH10, RH25, RH50, RH75, RH90, 
and RH95) as summarized in Table 1. Zonal sta-
tistics were executed to calculate the mean values 
of spectral values and respective LiDAR features 
for each corresponding field-surveyed tree crown. 
All variables were transformed to natural loga-
rithm to handle the non-linear relationship and 
the skewed data distribution. The data were split 
into training (70%) and testing (30%).

Four regression models were used in this study, 
comprising multiple linear regression (MLR), 
support vector regression (SVR), random forest 
regression (RFR), and extreme gradient boost re-
gression (XGBR) (Figure 3). MLR estimates the 
linear relationship between a response variable 
and more than one independent variable by the ap-
proach of ordinary least squares (Tranmer et al., 
2020). SVR is a regression-based support vector 
machine that estimates a continuous-valued multi-
variate function by constructing a hyperplane and 
a tube around it (Awad and Khanna, 2015). The 
objective is to minimize the width of the tube while 
ensuring that most data points lie within it, for-
mulated as a convex optimization problem. RFR 
and XGBR use an ensemble learning strategy to 
solve regression problems. RFR performs by creat-
ing multiple decision trees and aggregation on the 
trees in the forest that were bootstrapped (Segal, 
2004). XGBR is described as a scalable end-to-end 

Table 1. Independent variables used in carbon stock 
modelling

Sensor Variable Processing

UAV LiDAR

CHM max Rasterized LiDAR 
points

Z max

Relative height of 
LiDAR points

Z mean

RH10

RH25

RH50

RH75

RH90

RH95

Aerial image

Crown diameter Multi-resolution 
segmentation

Red mean

Spectral valueGreen mean

Blue mean

ExG–ExR mean

Vegetation index
NDI mean

VARI mean

vNDVI mean
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tree boosting method that builds models incremen-
tally by focusing on errors from previous models 
(Chen and Guestrin, 2016). It entails regularization 
to prevent overfitting and is highly scalable, mak-
ing it suitable for large and sparse datasets.

Strong relationships were found for spectral 
and LiDAR feature variables (Figure 4). How-
ever, it may lead to data redundancy and multi-
collinearity that affect prediction performance 
(Han et al., 2019). Variable selection methods, 
such as stepwise regression and recursive feature 

elimination (RFE), are capable of improving re-
gression performance by finding the optimal sub-
set of predictor variables. The backward method 
of stepwise regression was implemented for MLR. 
This method iteratively processes regression mod-
els starting by including all candidate variables and 
then removing one least significant variable until 
all involved variables are significant (Ruengvi-
rayudh and Brooks, 2016). For predictions using 
SVR, RFR, and XGBR, RFE was applied together 
with hyperparameter tuning using GridSearchCV. 

Figure 3. Detailed flowchart of model training, comprising four regression models that are examined

Figure 4. Correlation matrix between independent variables
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In principle, RFE is similar to stepwise regression, 
working by repeatedly training the model and se-
lecting predictors that contribute most to model’s 
performance. The values of hyperparameters tuned 
are listed in Table 2. Each regression method has a 
different approach to calculate feature importance 
values. We used the t-value resulting from stepwise 
MLR regression, where the larger value indicates 
the more important variable. The importance val-
ues in SVR were interpreted from the magnitude 
of coefficients, converted into absolute values. The 
mean decrease in impurity and the average gain of 
splits are used for identifying the feature impor-
tance of RFR and XGBR, respectively.

Accuracy assessment

An accuracy assessment was carried out to 
evaluate the performance of the models. As the 
data were split into training and testing, the num-
ber of samples for accuracy assessment was 30 
data. Two metrics were quantified, i.e., mean 
absolute error (MAE) and weighted average per-
centage error (WAPE).
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where:	y, ŷ, and ȳ denote observed, predicted, and 
mean of observed values, respectively.

RESULTS AND DISCUSSION

Field observation

We collected 101 ground truth tree data during 
the fieldwork. The samples were located in three 
clusters of a plot about 20 × 20 m, representing 
different terrain conditions and vegetation den-
sity. The measured DBH showed a normal distri-
bution, ranging from 10.10 to 19.70 cm (mean = 
14.80 cm) (Figure 5). On the other hand, the tree 
height is skewed as only 3 trees are taller than 35 
m with a relatively DBH above average. When 
calculated to AGC, the data skewness is much 
more apparent (Figure 5b). The average AGC 
value is 103.01 kg, while AGC of the 3 tallest 
trees are 771.89, 489.79, and 428.04 kg, respec-
tively. Thus, the AGC values were transformed 

Table 2. Configurations of hyperparameters for machine 
learning methods

Algorithm Hyperparameters 
tuned

Hyperparameter 
configurations

SVR
gamma scale, 0.01, 0.1, 1

C 1, 10, 100

RFR
n_estimators 10, 50, 100, 200

max_features sqrt, log2, None

XGB R
n_estimators 10, 50, 100, 200

learning_rate 0.01, 0.1, 0.2

Figure 5. Data distribution of (a) ground truth data consisting of tree height and diameter at breast height, 
(b) calculated aboveground carbon stock, and (c) log-transformed of aboveground carbon stock
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into natural logarithmic as it can solve skewed 
data to be appropriately used for further statistical 
analysis (Benoit, 2011). 

Teak crown segmentation

Figure 6 shows the results of multi-resolution 
segmentation, separating crowns for the corre-
sponding tree. Since the study area is a mono-
culture plantation forest, there are no other tree 
species than teak, however, shrubs exist but were 
classified as non-crown class. There are a total of 
7062 crowns segmented with an average diameter 
of 2764 m. However, 22 crowns are found invalid 
having no vegetation point clouds.

Our results revealed a density of 1244 trees/
ha, showing an overestimate compared to the tree 
inventory in the same study area, i.e., 665 trees/ha 
(Afafi et al., 2022). Object-based segmentation 
segregates crowns, nevertheless, teak trees may 
have more than one crown visible from above, 
leading to overestimation. In this study, we have 
explored the well-known watershed segmenta-
tion based on point clouds-based segmentation 
approaches (Heurich, 2008). However, due to 
the leaf-off season during the data acquisition, 
it showed poor segmentations. As LiDAR has 
somehow limited penetration in dense canopy, 
data acquisition during leaf-off season on the oth-
er hand has advantages in capturing more ground 

surface points. Chen et al. (2022) reported that 
the combination of leaf-on and leaf-off data ac-
quisition increased the accuracy of individual tree 
segmentation, particularly for small trees. Thus, 
future studies should consider conducting LiDAR 
acquisition in the leaf-on season as well.

LiDAR processing

CHM was generated by subtracting the ras-
terized maximum value of point clouds with the 
rasterized ground surface point clouds. After 
being calculated using zonal statistics for each 
crown segment by taking the maximum height 
value, the average CHM max is 17.57 m with the 
highest value of 33.20 m. LiDAR data also re-
vealed the rugged condition of topography in the 
study area. As shown in Figure 7, LiDAR pulse 
can measure the ground surface conditions well. 
The lack of point clouds between the canopy and 
the ground indicates that, although it describes 
better than camera-based point clouds, it is not 
as good at capturing the features of lower canopy 
structures (Cao et al., 2019). Combining UAV 
LiDAR with terrestrial laser scanner can produce 
more detailed tree vertical structures as demon-
strated by Lian et al. (2022). Nevertheless, it can 
only be effectively applied in a small area, in 
contrast, covering a vast area would need a lot of 
intensive work.

Figure 6. Crown segmentation results and location of field observations



186

Ecological Engineering & Environmental Technology 2025, 26(2), 178–192

Feature selection and model training

As mentioned in Methods, feature selection 
strategies were implemented for model training 
which used stepwise regression for MLR and 
RFE for RFR, SVR, and XGBR methods. All 
algorithms exhibit different selected variables 
for further AGC training. Figure 8 showed that 
11 out of 17 variables were significant as inputs 
for linear regression based on backward stepwise 
regression. The number of selected variables was 
the same for XGBR (11 variables), while RFR 
and SVR included 5 and 9 variables, respectively.

Crown diameter was the most influential fea-
ture among the others, except for XGBR which 
ranked number three. Only two features, i.e., 
crown diameter and Z max, were involved in all 
methods and ranked relatively higher than other 
features. Meanwhile, vegetation indices were 
among the top influential variables, although, it is 
very between VARI, ExG-ExR, and NDI. As seen 
in Figure 4, correlation coefficients exceeding 0.9 

were observed among vegetation indices which 
indicates strong multicollinearity. Similarly, 
strong relationships were also found between 
CHM max, Z max, and RH95. Multicollinear-
ity affects model training in regression analysis, 
thus this feature optimization is important (Qin et 
al., 2021; Wang et al., 2024). Stepwise regression 
and RFE prioritize features that most contribute 
to predictive performance, therefore reducing re-
dundancy and multicollinearity. During the fea-
ture elimination process, highly correlated vari-
ables were evaluated and often substituted each 
other by keeping one while removing the others 
to avoid redundancy.

It is noteworthy that crown diameter, height 
metrics, and spectral features were all important 
in AGC modeling, especially crown diameter as 
shown by the feature importance and it has a high 
correlation with DBH. The strong relationship be-
tween DBH and delineated crown diameter from 
UAV imaging has also been reported by previous 
studies (Fu et al., 2024; Popescu, 2007). Qin et 

Figure 7. (a) LiDAR point clouds color-coded according to Z-values, (b) generated canopy height model, 
(c) 3D view of point clouds classified into vegetation and ground surface classes, 

(d) profile showing the vertical cross-section of the study area
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al. (2021) reported that vertical structures derived 
from LiDAR and hyperspectral-based features on 
the other hand are more significant compared to 
crown diameter. This might be due to the tree spe-
cies heterogeneity in their study area, while we 
only focused on the homogenous teak plantation. 

This study demonstrated the fusion of an 
RGB camera and UAV LiDAR. Spectral features 
with the inclusion of red-edge and infrared wave-
lengths and narrower spectrums derived from 
hyperspectral images have the ability to describe 
carbon coefficient across tree species (Laurin et 
al., 2014; Qin et al., 2021). Therefore, as multi-
spectral and hyperspectral cameras will become 
more affordable in the future, we recommend 
using them as excellent supplemental tools for 
LiDAR data in AGC mapping, especially when 
utilized in mixed-species forests. Besides feature 
elimination, hyperparameters were also tuned 
within the GridSearchCV routine of RFR, SVR, 
and XGBR. XGBR managed to have an almost 
perfect coefficient of determination (R2 = 0.999) 
with n_estimators and learning_rate of 100 and 
0.2, respectively. It is followed by RFR with an 
R2 of 0.954 (n_estimators = 200; max_features = 
None) and MLR with an R2 of 0.727. SVR ranked 
the last compared to other algorithms (R2 = 0.611; 
gamma = scale; C = 100). However, the coeffi-
cient of determination in model training does not 
fully represent the model’s accuracy since it has 
not been evaluated using the unseen data.

Accuracy assessment and model evaluation

The models were evaluated using 30 test-
ing samples. Figure 9 depicts the scatterplots be-
tween predicted and actual AGC values with the 
accuracy metrics. All models managed to have an 
MAE between 28 and 37 kg. MLR demonstrated 
the most accurate among the others (MAE = 28.35 
kg; WAPE = 34.13%), followed by RFR (MAE 
= 30.12 kg; WAPE = 36.27%) and XGBR (MAE 
= 33.27 kg; WAPE = 40.06%). Meanwhile, SVR 
was the least accurate with an MAE of 36.39 kg 
and 43.82%. Our results showed that linear regres-
sion outperformed other methods. XGBR, having 
an R2 of 0.999 in the model training, possessed a 
lower accuracy than MLR and RFR. It is mainly 
due to the small size of training samples (n = 61) 
leading to overfitting in non-parametric ML algo-
rithms. ML models such as RFR, XGBR, and SVR 
generally require larger datasets in order to learn 
complex patterns and generalize well (Zhou et al., 
2017). On the other hand, MLR can perform bet-
ter on smaller datasets, even more when the linear 
or near-linear relationship exists between AGC and 
the independent variables involved. Wang et al. 
(2024) also reported that MLR with feature optimi-
zation can accurately estimate AGB using a small 
dataset (n = 53). While advanced machine learning 
techniques were also employed in this study, our 
MLR model showed to be more practical for esti-
mating AGC with limited available training data.

Figure 8. Feature importance values of model training using (a) stepwise-linear regression, (b) random forest 
regression, (c) support vector regression, and (d) XGBoost regression
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Spatial distribution of AGC stock

Based on the accuracy assessment, MLR 
managed to produce the most accurate AGC esti-
mates compared to other methods. We then gen-
erated the final AGC stock map (Figure 10) using 
the MLR equation, showing the total AGC stock 
of 364.04 Mg with an average of 51.67 kg per 
individual tree. With respect to the area (5675 ha), 
the resulting AGC stock is 64.15 Mg·ha-1. This is a 

slightly higher carbon stock compared to the field 
inventory in the same stand conducted by Afafi et 
al. (2022) in 2021 who reported the AGC stock 
was 59.98 Mg·ha-1, indicating an annual growth 
of 2.08 Mg·ha-1. The growth is slightly lower than 
clonal teak plantation in Kendal, Central Java, In-
donesia with carbon stock of 2.68 Mg·ha-1 (Wi-
rabuana et al., 2022).

Very high AGC stocks were observed hav-
ing values above 100 kg in the western and 

Figure 9. (a) Scatterplots showing the predicted versus actual above-ground carbon values, 
(b) plots of accuracy assessment results

Figure 10. Aboveground carbon stock map of the study area using multiple linear regression
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eastern side of the study area. The western area 
has a topographical condition as a valley which 
contains more deposit of soil nutrients resulted 
from erosion in the upper area. The availability 
of nutrients affects the growth performance of 
teak trees by physiological cycle. Additionally, 
the eastern side has a relatively flat topography, 
therefore the erosion is low, and soil nutrients 
are available to support tree growth. Intensive 
silvicultural treatments such as fertilizing, thin-
ning, and pruning are applied to formulate best 
management practices which might also result in 
AGC variation.

CONCLUSIONS

This study examines the fusion of nine Li-
DAR features and aerial image’s crown diam-
eter, RGB spectral values, and visible vegetation 
indices by evaluating multi-linear regression, 
random forest, support vector regression, and 
XGBoost regression to estimate tree-level AGC 
in the clonal teak plantation of Wanagama For-
est, Indonesia. Our results showed that crown di-
ameter, Zmax, and one of the vegetation indices 
are three most influential features among other 
features in estimating the AGC of individual tree 
in all models. 

However, object-based segmentation using a 
multi-resolution approach that was employed to 
generate teak crowns in this study, resulted in 
an overestimation of the number of trees com-
pared to field inventory. This might be attributed 
to some teak trees having more than one crown 
visible from above. Zmax (maximum height of 
LiDAR point cloud) has a strong correlation 
with, but more significant than, maximum Can-
opy Height Model. The four visible vegetation 
indices indicate multicollinearity. Multiple lin-
ear regression with eleven independent variables 
outperformed other models by showing value of 
determination coefficient of 0.73 but and most 
accurate in predicting individual tree’s AGC 
with MAE = 28.35 kg; WAPE = 34.13%. The 
stand AGC based on MLR shows 64.15 Mg·ha-1. 
We demonstrated the accurate tree-level AGC 
estimation by integrating spectral and vertical 
features. Our methods can be potentially im-
proved in future studies by considering both 
leaf-on and leaf-off seasons, also involving mul-
tispectral and hyperspectral sensors that have 
not been implemented for teak plantations.
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